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Abstract

We introduce specular sets. These are subsets of groups which form a natural
generalization of free groups. These sets of words are an abstract general-
ization of the natural codings of interval exchanges and of linear involutions.
We consider two important families of sets contained in specular sets: sets
of return words and maximal bifix codes. For both families we prove several
cardinality results as well as results concerning the subgroup generated by
these sets.
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1. Introduction

We have studied in a series of papers initiated in [4] the links between
uniformly recurrent languages, subgroups of free groups and bifix codes. In
this paper, we continue this investigation in a situation which involves groups
which are not free anymore. These groups, named here specular, are free
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products of a free group and of a finite number of cyclic groups of order
two. These groups are close to free groups and, in particular, the notion of a
basis in such groups is clearly defined. It follows from the Kurosh subgroup
theorem that any subgroup of a specular group is specular.

A specular set is a subset of such a group which generalizes the natural
codings of linear involutions studied in [10].

The extension graph of a word w with respect to a set of words S is the
bipartite graph with vertices the disjoint union of left- and right-extension
of w in S and edges the corresponding bi-extension in S.

A specular set can be seen as a set of words stable by taking the inverse
and defined in terms of restrictions on the extensions of its elements. More
precisely, a specular set has the property that the extension graph of every
nonempty word is a tree and the extension graph of the nonempty word is a
union of two disjoint trees.

Specular sets extend the notion of tree sets developed in [7] and [20] that
encompass Sturmian words, Arnoux-Rauzy words or else natural codings
of interval exchanges. Tree sets have striking combinatorial and algebraic
properties that we extend here.

The main results of this paper are Theorems 6.15 and 8.1, referred to as
the First Return Theorem and the Finite Index Basis Theorem. The first one
asserts that the set of return words to a given word in a recurrent specular
set is a basis of a subgroup of index 2, called the even subgroup. The last
one characterizes the symmetric bases of subgroups of finite index of specular
groups contained in a specular set S as the finite S-maximal symmetric bifix
codes contained in S. This generalizes the analogous result proved initially
in [4] for Sturmian sets and extended in [8] to a more general class of sets,
containing both Sturmian sets and interval exchange sets.

There are two interesting features of the subject of this paper.
In the first place, some of the statements concerning the natural codings

of linear involutions can be proved using geometric methods, as shown in a
separate paper [10]. This provides an interesting interpretation of the groups
playing a role in the natural codings (these groups are generated either by
return words or by maximal bifix codes) as fundamental groups of some
surfaces. The methods used here are, however, purely combinatorial.

In the second place, the abstract notion of specular set gives rise to groups
called here specular. These groups are natural generalizations of free groups,
and are free products of a finite number of copies of Z and of Z/2Z. They
are called free-like in [2], appear at several places in [17] et are well-known
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in the Bass-Serre theory (see [33, 18]).
The idea of considering recurrent sets of reduced words invariant by taking

inverses is connected with the notion of G-full words of [32] (see Section 4.5).
The paper is organized as follows. In Section 2, we recall some notions

concerning words, extension graphs and bifix codes. We define the notion
of characteristic which is the Euler characteristic of the extension graph of
the empty word. We consider tree sets of characteristic 1 or 2 (tree sets of
characteristic 1 are introduced in [7], while the case of arbitrary characteristic
is treated in [20]).

In Section 3, we introduce specular groups, which form a family with
properties very close to free groups. We deduce from the Kurosh subgroup
theorem that any subgroup of a specular group is specular (Theorem 3.3).
Actually (as pointed out to us by a referee), specular groups can be studied
as groups acting on trees as developed in the Bass-Serre theory [33].

In Section 4 we introduce specular sets. We recall several results from [19]
and [20] concerning the cardinality of some sets included in neutral sets,
namely bifix codes (Theorems 4.15 and 4.16). We give a construction which
allows to build specular sets from a tree set of characteristic 1 using a trans-
ducer called doubling transducer (Theorem 4.20). We make a connection
with the notion of G-full words introduced in [32] and related to the palin-
dromic complexity of [21].

In Section 5 we recall the definition of a linear involution introduced
in [15] and we show that the natural coding of a linear involution without
connections is a specular set (Theorem 5.9).

In Section 6 we introduce three variants of the notion of set of return
words. We prove several cardinality results concerning these sets (Theo-
rems 6.6, 6.9, 6.12). We prove that the set of return words to a given word
forms a basis of the even subgroup (Theorem 6.15 referred to as the First
Return Theorem) and that the mixed return words form a monoidal basis of
the specular group (Theorem 6.17).

In Section 7 we prove several results concerning subgroups generated by
bifix codes. We prove that a set closed by taking inverses is acyclic if and
only if any symmetric bifix code is free (Theorem 7.1). Moreover, we prove
that in such a set, for any finite symmetric bifix code X , the free monoid X∗

and the free subgroup 〈X〉 have the same intersection with S (Theorem 7.8).
Finally, in Section 8, we prove the Finite Index Basis Theorem (Theo-

rem 8.1) and a converse (Theorem 8.6).
This paper is an extended version of a conference paper [6].
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2. Preliminaries

In this section, we first recall some notions on sets of words including
recurrent, uniformly recurrent and tree sets. We also recall some definitions
and properties concerning bifix codes.

2.1. Extension graphs

Let A be a finite alphabet. We denote by A∗ the free monoid on A. We
denote by ε the empty word. The reversal of a word w = a1a2 · · · an with
ai ∈ A is the word w̃ = an · · · a2a1. A word w is said to be a palindrome if
w = w̃.

A set of words on the alphabet A is said to be factorial if it contains the
alphabet A and all the factors of its elements.

An internal factor of a word x is a word v such that x = uvw with u, w
nonempty.

Let S be a set of words on the alphabet A. For w ∈ S, we denote

LS(w) = {a ∈ A | aw ∈ S}
RS(w) = {a ∈ A | wa ∈ S}
BS(w) = {(a, b) ∈ A×A | awb ∈ S}

and further

ℓS(w) = Card(LS(w)), rS(w) = Card(RS(w)), bS(w) = Card(BS(w)).

We omit the subscript S when it is clear from the context. A word w is right-
extendable if r(w) > 0, left-extendable if ℓ(w) > 0 and bi-extendable if b(w) >
0. A factorial set S is called right-extendable (resp. left-extendable, resp. bi-
extendable) if every word in S is right-extendable (resp. left-extendable, resp.
bi-extendable).

A word w is called right-special if r(w) ≥ 2. It is called left-special if
ℓ(w) ≥ 2. It is called bi-special if it is both left-special and right-special.
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For w ∈ S, we denote

mS(w) = bS(w)− ℓS(w)− rS(w) + 1.

The word w is called weak if mS(w) < 0, neutral if mS(w) = 0 and strong if
mS(w) > 0.

We say that a factorial set S is neutral if every nonempty word in S is
neutral. The characteristic of S is the integer χ(S) = 1 − mS(ε). Thus a
neutral set of characteristic 1 is such that all words (including the empty
word) are neutral. This what is called a neutral set in [7].

A set of words S 6= {ε} is recurrent if it is factorial and if for any u, w ∈ S,
there is a v ∈ S such that uvw ∈ S. An infinite factorial set is said to be
uniformly recurrent if for any word u ∈ S there is an integer n ≥ 1 such
that u is a factor of any word of S of length n. A uniformly recurrent set is
recurrent.

In [20] it is proved that the converse is true for neutral sets. As all sets
we will deal with are neutral, we usually omit the term “uniformly” and just
mention whenever we suppose them to be recurrent.

Theorem 2.1 ([20]) A recurrent neutral set is uniformly recurrent

The factor complexity of a factorial set S of words on an alphabet A is
the sequence pn = Card(S ∩ An). Let sn = pn+1 − pn and tn = sn+1 − sn be
respectively the first and second order differences sequences of the sequence
pn.

The following result is from [13] (see also [11], Theorem 4.5.4).

Proposition 2.2 Let S be a factorial set on the alphabet A. One has tn =
∑

w∈S∩An m(w) and sn =
∑

w∈S∩An(r(w)− 1) for all n ≥ 0.

Let S be a bi-extendable set of words. For w ∈ S, we consider define the
undirected graph ES(w), or simply E(w) when S is clear from the context,
having as set of vertices the disjoint union of L(w) and R(w) and edges the
pairs (a, b) ∈ B(w). This graph is called the extension graph of w. We
sometimes denote 1⊗L(w) and R(w)⊗ 1 the copies of L(w) and R(w) used
to define the set of vertices of E(w). We note that, since E(w) has ℓ(w)+r(w)
vertices and e(w) edges, the number 1 −m(w) is the Euler characteristic of
the graph E(w)1.

1We consider here graphs as 1-dimensional complexes and thus they have no faces.
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If the extension graph E(w) is acyclic, then m(w) ≤ 0. Thus w is weak
or neutral. More precisely, one has in this case that c = 1 − m(w) is the
number of connected components of the graph E(w).

A bi-extendable set S is called acyclic if for every w ∈ S, the graph E(w)
is acyclic.

A bi-extendable set S is called a tree set of characteristic c if for any
nonempty w ∈ S, the graph E(w) is a tree and if E(ε) is a union of c trees
(the definition of tree set in [7] corresponds to a tree set of characteristic 1).
Note that a tree set of characteristic c is a neutral set of characteristic c. We
focus here on characteristic 1 or 2 (specular sets, that we will introduce in
Section 4, are tree sets of characteristic 2 with some symmetric properties).

An infinite word is episturmian if the set of its factors is closed under
reversal and if it contains for each n at most one word of length n which
is right-special. It is a strict episturmian word if the set of its factors has
exactly one right-special word of each length and moreover each of these
words u is such that r(u) = Card(A) (see [4]).

A Sturmian set is the set of factors of a strict episturmian word. Any
Sturmian set is a recurrent tree set of characteristic 1 (see [7]).

Example 2.3 Let A = {a, b}. The Fibonacci morphism is the morphism
f : A∗ → A∗ defined by f(a) = ab and f(b) = a. The Fibonacci word is the
fixed-point fω(a) of the Fibonacci morphism. Its set of factors is a Sturmian
set (see [26]).

2.2. Bifix codes

A prefix code is a set of nonempty words which does not contain any
proper prefix of its elements. A suffix code is defined symmetrically. A bifix
code is a set which is both a prefix code and a suffix code (see [5] for a more
detailed introduction).

A coding morphism for a prefix code X on the alphabet A is a morphism
f : B∗ → A∗ which maps bijectively B onto X .

Let S be a recurrent set. A prefix (resp. bifix) code X ⊂ S is S-maximal
if it is not properly contained in a prefix (resp. bifix) code Y ⊂ S. Since S
is recurrent, a finite S-maximal bifix code is also an S-maximal prefix code
(see [4], Theorem 4.2.2).

For example, for any n ≥ 1, the set X = S ∩ An is an S-maximal bifix
code.
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Let X be a bifix code. Let Q be the set of words without any suffix in
X and let P be the set of words without any prefix in X . A parse of a word
w with respect to a bifix code X is a triple (q, x, p) ∈ Q × X∗ × P such
that w = qxp. We denote by dX(w) the number of parses of a word w with
respect to X . The S-degree of X , denoted dX(S), is the maximal number of
parses with respect to X of a word of S.

For example, the set X = S ∩ An has S-degree n.
Let S be a recurrent set and let X be a finite bifix code. By Theorem

4.2.8 in [4], X is S-maximal if and only if its S-degree is finite. Moreover, in
this case, a word w ∈ S is such that dX(w) < dX(S) if and only if it is an
internal factor of a word of X .

The kernel of a bifix code X is the set of words of X which are internal
factors of X .

We will use bifix codes in relation with a more general version of extension
graphs (see [7]). For two sets of words X, Y and a word w ∈ S, we denote
LX
S (w) = {x ∈ X | xw ∈ S}, RY

S (w) = {y ∈ Y | wy ∈ S}, BX,Y
S (w) =

{(x, y) ∈ X×Y | xwy ∈ S}. We also define EX,Y
S (w) as the undirected graph

on the set of vertices which is the disjoint union of LX
S (w) and RY

S (w) and
edges in BX,Y

S (w). Set further

ℓXS (w) = Card(LX
S (w)), rYS (w) = Card(RY

S (w)), bX,Y
S (w) = Card(BX,Y

S (w)).

Finally, for a word w, we denote mX,Y
S (w) = bX,Y

S (w)− ℓXS (w)− rYS (w) + 1.
Note that EA,A

S (w) = ES(w), mA,A
S (w) = mS(w), and so on.

We will use below the following result.

Proposition 2.4 Let S be a recurrent set, let X ⊂ S be a finite S-maximal
suffix code and let Y ⊂ S be a finite S-maximal prefix code.

1. If ES(x) is acyclic, then EX,Y
S (x) is acyclic.

2. If S is neutral, then mX,Y
S (w) = mS(w) for every w ∈ S.

Proof. Statement 1 follows from Proposition 3.7 in [7]. Statement 2 is Propo-
sition 6.2 in [20].

Observe that the condition that X (resp. Y ) is an S-maximal suffix
(resp. prefix) code is only necessary for Assertion 2 (for Assertion 1, X
(resp. Y ) may be an arbitrary suffix (resp. prefix) code). Observe also
that this condition can be replaced by the condition that X (resp. Y ) is
an Sw−1-maximal suffix code (resp. a w−1S-maximal prefix code), where
Sw−1 = {u ∈ S | uw ∈ S} and symmetrically w−1S = {u ∈ S | wu ∈ S}.
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3. Specular groups

In this section, we introduce specular groups and we prove some properties
of this family of groups. These groups are related with the notion of group
acting on a tree (see, for example [33]). In particular, using the Kurosh
subgroup theorem, we prove that any subgroup of a specular group is specular
(Theorem 3.3).

Note that most of the results in this section are known. We state them
and give some simple proofs for the sake of completeness.

3.1. Definitions

We consider an alphabet A with an involution θ : A → A, possibly with
some fixed points. We also consider the group Gθ generated by A with the
relations aθ(a) = ε for every a ∈ A. Thus θ(a) = a−1 for a ∈ A. The set A
is called a natural set of generators of Gθ.

When θ has no fixed point, we can set A = B ∪ B−1 by choosing a set
of representatives of the orbits of θ for the set B. The group Gθ is then the
free group on B, denoted FB. In general, the group Gθ is a free product of a
free group and a finite number of copies of Z/2Z, that is Gθ = Z

∗i ∗ (Z/2Z)∗j
where i is the number of orbits of θ with two elements and j the number of its
fixed points. Such a group will be called a specular group of type (i, j). These
groups are very close to free groups, as we will see. The integer Card(A) =
2i+ j is called the symmetric rank of the specular group Z

∗i ∗ (Z/2Z)∗j .

Proposition 3.1 Two specular groups are isomorphic if and only if they
have the same type.

Proof. The commutative image of a group of type (i, j) is Z
i × (Z/2Z)j

and the uniqueness of i, j follows from the fundamental theorem of finitely
generated Abelian groups.

Example 3.2 Let A = {a, b, c, d} and let θ be the involution which ex-
changes b, d and fixes a, c. Then Gθ = Z ∗ (Z/2Z)2 is a specular group of
symmetric rank 4.

The Cayley graph of a specular group Gθ with respect to the set of natural
generators A is a regular tree where each vertex has degree Card(A). The
specular groups are actually characterized by this property (see [17]).
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3.2. Subgroups

By the Kurosh subgroup theorem, any subgroup of a free product G1 ∗
G2 ∗ · · ·∗Gn is itself a free product of a free group and of groups conjugate to
subgroups of the Gi (see [28]). Thus, we have, replacing the Nielsen-Schreier
Theorem of free groups, the following result.

Theorem 3.3 Any subgroup of a specular group is specular.

It also follows from the Kurosh subgroup theorem that the elements of
order 2 in a specular group Gθ are the conjugates of the j fixed points of θ
and this number is thus the number of conjugacy classes of elements of order
2. Indeed, an element of order 2 generates a subgroup conjugate to one of
the subgroups generated by the letters of order 2.

Any specular group G = Gθ has a free subgroup of index 2. Indeed, let H
be the subgroup formed of the reduced words of even length. It has clearly
index 2. It is free because it does not contain any element of order 2 (such
an element is conjugate to a fixed point of θ and thus is of odd length).

A group having a free subgroup of finite index is called virtually free (see
[17]). On the other hand, a finitely generated group is said to be context-free
if, for some presentation, the set of words equivalent to ε is a context-free
language. By Muller and Schupp’s theorem, a finitely generated group is
virtually free if and only if it is context-free [29]. Thus a specular group is
context-free. One may verify this directly as follows. A context-free grammar
generating the words equivalent to ε for the natural presentation of a specular
group G = Gθ is the grammar with one nonterminal symbol σ and the rules

σ → aσa−1σ (a ∈ A), σ → ε.

The proof that this grammar generates the set of words equivalent to ε is
similar to that used in [3] for the so-called Dyck-like languages.

We will need two more properties of specular groups. Both are well-known
to hold for free groups.

A group G is called residually finite if for every element g 6= ε of G, there
is a morphism ϕ from G onto a finite group such that ϕ(g) 6= ε.

Every free group is residually finite. The same property holds for sub-
groups of a product of residually finite groups (see, for example, [33, p. 122])
Thus we have the following result (we give an alternative proof for the sake
of completeness).
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Proposition 3.4 Any specular group is residually finite.

Proof. Let K be a free subgroup of index 2 in the specular group G. Let
g 6= 1 be in G. If g /∈ K, then the image of g in G/K is nontrivial. Assume
g ∈ K. Since K is free, it is residually finite. Let N be a normal subgroup
of finite index of K such that g /∈ N . Consider the representation of G on
the right cosets of N . Since g /∈ N , the image of g in this finite group is
nontrivial.

A group G is said to be Hopfian if any surjective morphism from G onto G
is also injective. By a result of Malcev, any finitely generated residually finite
group is Hopfian (see [27], p. 197). We thus deduce from Proposition 3.4 the
following result.

Proposition 3.5 A specular group is Hopfian.

3.3. Monoidal basis

A word on the alphabet A is θ-reduced (or simply reduced) if it has no
factor of the form aθ(a) for a ∈ A. It is clear that any element of a specular
group is represented by a unique reduced word.

A subset of a group G is called symmetric if it is closed under taking
inverses. A set X in a specular group G is called a monoidal basis of G
if it is symmetric, if the monoid that it generates is G and if any product
x1x2 · · ·xm of elements of X such that xkxk+1 6= ε for 1 ≤ k ≤ m − 1 is
distinct of ε.

Example 3.6 The alphabet A is a monoidal basis of Gθ.

The previous example shows that the symmetric rank of a specular group
is the cardinality of any monoidal basis (two monoidal bases have the same
cardinality since the type is invariant by isomorphism by Proposition 3.1).

Let H be a subgroup of a specular group G. Let Q be a set of reduced
words on A which is a prefix-closed set of representatives of the right cosets
Hg of H . Such a set is traditionally called a Schreier transversal for H (the
proof of its existence is classical in the free group and it is the same in any
specular group).

Let
X = {paq−1 | a ∈ A, p, q ∈ Q, pa 6∈ Q, pa ∈ Hq}. (3.1)
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Each word x of X has a unique factorization paq−1 with p, q ∈ Q and a ∈ A.
The letter a is called the central part of x.

The following is [33, Proposition 16].

Proposition 3.7 Let H,Q and X as above. Then X is a monoidal basis of
H.

Proof. Let us first show that X is symmetric. Let x = paq−1 ∈ X , then
x−1 = qa−1p−1. We cannot have qa−1 ∈ Q since otherwise p ∈ Hqa−1 implies
p = qa−1 by uniqueness of the coset representative and finally pa ∈ Q.

The set X generates H as a monoid because if x = a1a2 · · · am ∈ H with
ai ∈ A, then x = (a1p

−1
1 )(p1a2p

−1
2 ) · · · (pm−1am) with a1 · · · ak ∈ Hpk for

1 ≤ k ≤ m− 1 is a factorization of x in elements of X ∪ {ε}.
Finally, if a product x1x2 · · ·xm of elements of X is equal to ε, then

xkxk+1 = ε for some index k since the central part a never cancels in a
product of two elements of X .

Thus, X is a monoidal basis of H .

The set X of Proposition 3.7 is called the Schreier basis of the subgroup
H relative to the Schreier transversal Q.

One can deduce directly Theorem 3.3 from these properties of X .

Proof of Theorem 3.3. Let H be a subgroup of a specular group G, Q be
a Schreier transversal for H and X be the Schreier basis relative to Q. Let
ϕ : B → X be a bijection from a set B onto X which extends to a morphism
from B∗ onto H . Let σ : B → B be the involution sending each b to c where
ϕ(c) = ϕ(b)−1.

Since the central parts never cancel, if a nonempty word w ∈ B∗ is σ-
reduced then ϕ(w) 6= ε. This shows that H is isomorphic to the group Gσ.
Thus H is specular.

If H is a subgroup of index n of a specular group G of symmetric rank r,
the symmetric rank s of H is

s = n(r − 2) + 2. (3.2)

This formula replaces Schreier’s Formula (which corresponds to the case j =
0). It can be proved as follows. Let Q be a Schreier transversal for H and
let X be the corresponding Schreier basis. The number of elements of X is
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nr − 2(n− 1). Indeed, this is the number of pairs (p, a) ∈ Q× A minus the
2(n − 1) pairs (p, a) such that pa ∈ Q with pa reduced or pa ∈ Q with pa
not reduced. This gives Formula (3.2).

Example 3.8 Let G be the specular group of Example 3.2. Let H be the
subgroup formed by the elements represented by a reduced word of even
length. The set Q = {ε, a} is a prefix-closed set of representatives of the two
cosets of H . The representation of G by permutations on the cosets of H is
represented in Figure 3.1.

ε a

a, b, c, d

a, b, c, d

Figure 3.1: The representation of G by permutations on the cosets of H .

The monoidal basis corresponding to Formula (3.1) is

X = {ab, ac, ad, ba, ca, da}.

The symmetric rank of H is 6, in agreement with Formula (3.2) and H is a
free group of rank 3.

Example 3.9 Let again G be the specular group of Example 3.2. Consider
now the subgroup K stabilizing 1 in the representation of G by permutations
on the set {1, 2} of Figure 3.2.

1 2a, c

b, d

b, d

a, c

Figure 3.2: The representation of G by permutations on the cosets of K.

We choose Q = {ε, b}. The set X corresponding to Formula (3.1) is

X = {a, bad, bb, bcd, c, dd}.

The group K is isomorphic to Z ∗ (Z/2Z)∗4.
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The following result, which will be used later (Section 6), is a consequence
of Proposition 3.5.

Proposition 3.10 Let G be a specular group of type (i, j) and let X ⊂ G
be a symmetric set with 2i+ j elements. If X generates G, it is a monoidal
basis of G.

Proof. Let A be a set of natural generators of G. Considering the commuta-
tive image of G, we obtain that X contains j elements of order 2. Thus there
is a bijection ϕ from A onto X such that ϕ(a−1) = ϕ(a)−1 for every a ∈ A.
The map ϕ extends to a morphism from G to G which is surjective since X
generates G. Then ϕ being surjective, it also injective since G is Hopfian,
and thus X is a monoidal basis of G.

4. Specular sets

In this section, we introduce specular sets. We introduce odd and even
words and the even code which play an important part in the sequel. We
prove that the decoding of a recurrent specular set by the even code is a
union of two recurrent tree sets of characteristic 1 (Theorem 4.13). We
exhibit a family of specular sets obtained as the result of a transformation
called doubling, starting from a tree set of characteristic 1 and invariant by
reversal (Theorem 4.20). In the last part, we relate specular sets with full and
G-full words, a notion linked with palindromic complexity and introduced
in [32].

4.1. Definition

We assume given an involution θ on the alphabet A generating the spec-
ular group Gθ.

A symmetric bi-extendable (and thus factorial) set S of reduced words
on the alphabet A is called a laminary set on A relative to θ (following [14]
and [25]). Thus the elements of a laminary set S are elements of the specular
group Gθ and the set S is contained in Gθ.

A specular set is a laminary set on A which is a tree set of characteristic
2. Thus, in a specular set, the extension graph of every nonempty word is
a tree and the extension graph of the empty word is a union of two disjoint
trees.

The following is a very simple example of a specular set.
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Example 4.1 Let A = {a, b} and let θ be the identity on A. Then the set
of factors of (ab)ω is a specular set (we denote by xω the word x infinitely
repeated).

The next example is due to Julien Cassaigne. We frequently refer to it in
next sections.

Example 4.2 Let A = {a, b, c, d} and let S be the set of factors of the fixed
point σω(a) of the morphism σ from A∗ into itself defined by

σ(a) = ab, σ(b) = cda, σ(c) = cd, σ(d) = abc.

d

c

a

d

b

a

c

b

Figure 4.1: The extension graph ES(ε).

The extension graph of ε is shown in Figure 4.1. It is shown in [7, Example
3.4] that S is a tree set of characteristic 2. We will see later (Example 4.23)
that S is a specular set relative to the involution θ = (bd).

The following result shows in particular that in a specular set the two trees
forming E(ε) are isomorphic since they are exchanged by the bijection (a, b) →
(b−1, a−1).

Proposition 4.3 Let S be a specular set. Let T0, T1 be the two trees such
that E(ε) = T0∪T1. For any a, b ∈ A and i = 0, 1, one has (1⊗ a, b⊗ 1) ∈ Ti

if and only if (1⊗ b−1, a−1 ⊗ 1) ∈ T1−i.

Proof. Assume that (1 ⊗ a, b ⊗ 1) and (1 ⊗ b−1, a−1 ⊗ 1) are both in T0.
Since T0 is a tree, there is a path from 1 ⊗ a to a−1 ⊗ 1. We may assume
that this path is reduced, that is, does not use consecutively twice the same
edge. Since this path is of odd length, it has the form (u0, v1, u1, . . . , up, vp)
with u0 = 1 ⊗ a and vp = a−1 ⊗ 1. Since S is symmetric, we also have a
reduced path (v−1

p , u−1
p , · · · , u−1

1 , u−1
0 ) which is in E(ε) (for ui = 1 ⊗ ai, we

denote u−1
i = a−1

i ⊗ 1 and similarly for v−1
i ) and thus in T0 since T0 and

T1 are disjoint. Since v−1
p = u0, these two paths have the same origin and

end. But if a path of odd length is its own inverse, its central edge has the
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form (x, y) with x = y−1, as one verifies easily by induction on the length
of the path. This is a contradiction with the fact that the words of S are
reduced. Thus the two paths are distinct. This implies that E(ε) has a cycle,
a contradiction.

Following again the terminology of [14], we say that a laminary set S is
orientable if there exist two factorial sets S+, S− such that S = S+∪S− with
S+ ∩ S− = {ε} and for any x ∈ S, one has x ∈ S− if and only if x−1 ∈ S+

(where x−1 is the inverse of x in Gθ).
The following result shows in particular that for any tree set T of charac-

teristic 1 on the alphabet B, the set T ∪T−1 is a specular set on the alphabet
A = B ∪ B−1.

Theorem 4.4 Let S be a specular set on the alphabet A. Then, S is ori-
entable if and only if there is a partition A = A+∪A− of the alphabet A and a
tree set T of characteristic 1 on the alphabet B = A+ such that S = T ∪T−1.

Proof. The condition is trivially sufficient. Let us prove it is necessary and
suppose that S is a specular set on the alphabet A which is orientable. Let
(S+, S−) be the corresponding pair of subsets of S. The sets S+, S− are
bi-extendable, since S is. Set A+ = A ∩ S+ and A− = A ∩ S−. Then
A = A+ ∪ A− is a partition of A and, since S−, S+ are factorial, we have
S+ ⊂ A∗

+ and S− ⊂ A∗
−. Let T0, T1 be the two trees such that E(ε) = T0∪T1.

Assume that a vertex of T0 is in A+. Then all vertices of T0 are in A+ and
all vertices of T1 are in A−. Moreover, ES+

(ε) = T0 and ES
−

(ε) = T1. Thus
S+, S− are tree sets of characteristic 1.

The following result follows easily from Proposition 2.2 (see [20, Propo-
sition 2.4] for details).

Proposition 4.5 The factor complexity of a specular set containing the al-
phabet A is given by p0 = 1 and pn = n(k−2)+2 for n ≥ 1 with k = Card(A).

4.2. Odd and even words

We introduce a notion which plays, as we shall see, an important role in
the study of specular sets. Let S be a specular set. Since a specular set is
bi-extendable, any letter a ∈ A occurs exactly twice as a vertex of E(ε), one
as an element of L(ε) and one as an element of R(ε). A letter a ∈ A is said
to be even if its two occurrences appear in the same tree. Otherwise, it is
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said to be odd. Observe that if a specular S is recurrent, there is at least one
odd letter.

Example 4.6 Let S be the set of factors of (ab)ω as in Example 4.1. Then
a and b are odd.

Example 4.7 Let S be the set of Example 4.2. The letters b, d are even,
while a and c are odd.

Let S be a specular set. A word w ∈ S is said to be even if it has an even
number of odd letters. Otherwise it is said to be odd. The set of even words
has the form X∗ ∩ S where X ⊂ S is a bifix code, called the even code. The
set X is the set of even words without a nonempty even prefix (or suffix).

Proposition 4.8 Let S be a recurrent specular set. The even code is an
S-maximal bifix code of S-degree 2.

Proof. Let us verify that any w ∈ S is comparable for the prefix order with
an element of the even code X . If w is even, it is in X∗. Otherwise, since S
is recurrent, there is a word u such that wuw ∈ S. If u is even, then wuw
is even and thus wuw ∈ X∗. Otherwise wu is even and thus wu ∈ X∗. This
shows that X is S-maximal. The fact that it has S-degree 2 follows from
the fact that any product of two odd letters is a word of X which is not an
internal factor of X and has two parses.

Example 4.9 Let S be the specular set of Example 4.2. The letters b, d are
even and the letters a, c are odd. The even code is

X = {abc, ac, b, ca, cda, d}.

Denote by T0, T1 the two trees such that E(ε) = T0 ∪ T1. We consider
the directed graph G with vertices 0, 1 and edges all the triples (i, a, j) for
0 ≤ i, j ≤ 1 and a ∈ A such that (1 ⊗ b, a ⊗ 1) ∈ Ti and (1 ⊗ a, c ⊗ 1) ∈ Tj

for some b, c ∈ A. The graph G is called the parity graph of S. Observe that
for every letter a ∈ A there is exactly one edge labeled a because a appears
exactly once as a left (resp. right) vertex in E(ε).

Example 4.10 Let S be the specular set of Example 4.2. The parity graph
of S is represented in Figure 4.2, where we assume that T0 is the tree on the
left of Figure 4.1 and T1 is the tree on the right of Figure 4.1.
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0 1d

a

c
b

Figure 4.2: The parity graph.

Proposition 4.11 Let S be a specular set and let G be its parity graph. Let
Si,j be the set of words in S which are the label of a path from i to j in the
graph G.
(1) The family (Si,j \ {ε})0≤i,j≤1 is a partition of S \ {ε}.
(2) For u ∈ Si,j \ {ε} and v ∈ Sk,ℓ \ {ε}, if uv ∈ S, then j = k.
(3) S0,0 ∪ S1,1 is the set of even words.
(4) S−1

i,j = S1−j,1−i.

Proof. We first note that for a, b ∈ A such that ab ∈ S, there is a path in
G labeled ab. Since (a, b) ∈ E(ε), there is a k such that (1 ⊗ a, b ⊗ 1) ∈ Tk.
Then we have a ∈ Si,k and b ∈ Sk,j for some i, j ∈ {0, 1}. This shows that
ab is the label of a path from i to j in G.

Let us prove by induction on the length of a nonempty word w ∈ S that
there exists a unique pair i, j such that w ∈ Si,j. The property is true for a
letter, by definition of the extension graph E(ε) and for words of length 2 by
the above argument. Let next w = ax be in S with a ∈ A and x nonempty.
By induction hypothesis, there is a unique pair (k, j) such that x ∈ Sk,j. Let
b be the first letter of x. Then the edge of G with label b starts in k. Since
ab is the label of a path, we have a ∈ Si,k for some i and thus ax ∈ Si,j. The
other assertions follow easily (Assertion (4) follows from Proposition 4.3).

Note that Assertion (4) implies that no nonempty even word is its own in-
verse. Indeed, S−1

0,0 = S1,1 and S−1
1,1 = S0,0.

Proposition 4.12 Let S be a specular set. If x, y ∈ S are nonempty words
such that xyx−1 ∈ S, then y is odd.

Proof. Let i, j be such that x ∈ Si,j. Then x−1 ∈ S1−j,1−i by Assertion (4)
of Proposition 4.11 and thus y ∈ Sj,1−j by Assertion (2). Thus y is odd by
Assertion (3).

The following result is the counterpart for recurrent specular sets of the
main result of [9, Theorem 6.1] asserting that the family of (uniformly) recur-
rent tree sets of characteristic 1 is closed under maximal bifix decoding. Let
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S be a recurrent set and let f be a coding morphism for a finite S-maximal
bifix code X . The set f−1(S) is called a decoding of S by X .

Theorem 4.13 (Even code decoding Theorem) The decoding of a re-
current specular set by the even code is a union of two recurrent tree sets of
characteristic 1. More precisely, let S be a recurrent specular set and let f
be a coding morphism for the even code. Then f−1(S0,0) and f−1(S1,1) are
recurrent tree sets of characteristic 1.

Proof. We show that T0 = f−1(S0,0) is a recurrent tree set of characteristic
1. The proof for f−1(S1,1) is the same.

First, T0 is bi-extendable, as one may easily verify. Next, since S is
recurrent, it is uniformly recurrent by Theorem 2.1. Thus for every u ∈ S
there exists n ≥ 1 such that u is a factor of any word w in S of length n. But
if u, w ∈ S0,0 are such that w = ℓur, then ℓ, r ∈ S0,0. Thus T0 is recurrent.

We now show that T0 is a tree set of characteristic 1. Let X be the even
code and set X0 = X ∩ S0,0 and X1 = X ∩ S1,1.

It is enough to show that E0
S(w) = EX0,X0

S (w) is a tree for any w ∈ S0,0.

Note first that E0
S(w) = EX,X

S (w). Indeed, for w ∈ S0,0 and x, y ∈ X such
that xwy ∈ S, one has x, y ∈ X0 and xwy ∈ S0,0.

First, for any nonempty word w ∈ S0,0, since E0
S(w) = EX,X

S (w), the graph
E0
S(w) is a tree by Proposition 2.4.
Next, let us show that the graph E0

S(ε) is a tree. First, since ES(ε)
is a union of two trees, it is acyclic, and thus the graph E0

S(ε) is acyclic
by Proposition 2.4. Next, since S is neutral, by Proposition 2.4, we have
mX,X

S (ε) = mS(ε) = −1. This implies that mX,X
S (ε) is a union of two trees.

Since EX,X
S (ε) is the disjoint union of E0

S(ε) and EX1,X1

S (ε), this implies that
each one is a tree.

Example 4.14 Let S be the set of Example 4.2. Recall that it is the set of
factors of the fixed point of the morphism

σ : a 7→ ab, b 7→ cda, c 7→ cd, d 7→ abc.

The even code X is given in Example 4.9. Let Σ = {a, b, c, d, e, f} and let g
be the coding morphism for X given by

a 7→ abc, b 7→ ac, c 7→ b, d 7→ ca, e 7→ cda, f 7→ d.
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The decoding of S by X is a union of two tree sets of characteristic 1 which
are the set of factors of the fixed point of the two morphisms

a 7→ afbf, b 7→ af, f 7→ a

and
c 7→ e, d 7→ ec, e 7→ ecdc.

These two morphisms are actually the restrictions to {a, b, f} and {c, d, e} of
the morphism g−1σg.

4.3. Bifix codes in specular sets

Recall from Section 2 that the characteristic of a set S is given by χ(S) =
ℓS(ε) + rS(ε)− bS(ε).

The following result is from [20]. We will use it for specular sets.

Theorem 4.15 Let S be a recurrent neutral set containing the alphabet A.
For any finite S-maximal bifix code X of S-degree d = dX(S), one has

Card(X) = d(Card(A)− χ(S)) + χ(S).

We can apply Theorem 4.15 to recurrent specular sets.

Theorem 4.16 (Cardinality Theorem for bifix codes) Let S be a re-
current specular set containing the alphabet A. For any finite S-maximal
bifix code X, one has

Card(X) = dX(S)(Card(A)− 2) + 2. (4.1)

Proof. Since S is specular, we have χ(S) = 2 and thus the statement follows
directly from Theorem 4.15.

Example 4.17 Let S be the specular set of Example 4.2. The even code
(given in Example 4.9) is an S-maximal code of S-degree 2. We have
Card(X) = 6 in agreement with Theorem 4.15.

The following statement is a partial converse of Theorem 4.15.

Theorem 4.18 Let S be a uniformly recurrent laminary set containing the
alphabet A. If the graph E(ε) is acyclic and if any finite S-maximal bifix code
of S-degree d has d(Card(A)− 2) + 2 elements, then S is specular.
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To prove Theorem 4.18, we use the following result, which can be proved
in the same way as Theorem 3.12 in [8], using internal transformations.

Proposition 4.19 Let S be a recurrent set containing the alphabet A and
let d0 ≥ 2. If all finite S-maximal bifix codes of S-degree d ≥ d0 have the
same cardinality, then any word of length greater than or equal to d0 − 1 is
neutral.

Theorem 4.18 results from Proposition 4.19 applied with d0 = 2.

4.4. Doubling maps

We now introduce a construction which allows one to build specular sets.
This is a particular case of the multiplying maps introduced in [20].

A transducer is a labeled graph with vertices in a set Q and edges labeled
in Σ × A. The set Q is called the set of states, the set Σ is called the input
alphabet and A is called the output alphabet. The graph obtained by erasing
the output letters is called the input automaton (with an unspecified initial
state). Similarly, the output automaton is obtained by erasing the input
letters.

Let A be a transducer with set of states Q = {0, 1} on the input alphabet
Σ and the output alphabet A. We assume that

1. the input automaton is a group automaton, that is, every letter of Σ
acts on Q as a permutation

2. the output labels of the edges are all distinct.

We define two maps δ0, δ1 : Σ
∗ → A∗ corresponding to initial states 0 and 1

respectively. Thus δ0(u) = v (resp. δ1(u) = v) if the path starting at state 0
(resp. 1) with input label u has output v. The pair δA = (δ0, δ1) is called a
doubling map and the transducer A a doubling transducer.

The image of a set T on the alphabet Σ by the doubling map δA is the
set S = δ0(T ) ∪ δ1(T ).

If A is a doubling transducer, we define an involution θA as follows. For
any a ∈ A, let (i, α, a, j) be the edge with input label α and output label a.
We define θA(a) as the output label of the edge starting at 1− j with input
label α. Thus, θA(a) = δi(α) = a if i + j = 1 and θA(a) = δ1−i(α) 6= a if
i = j.

Recall that the reversal of a word w = a1a2 · · · an is the word w̃ =
an · · ·a2a1.
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One can prove by induction on the length of y ∈ Σ∗ that if x = δi(y)
and if j is the end of the path starting at i and with input label y, then
x−1 = δ1−j(ỹ). Observe that since the input automaton is a group automaton,
there is always a path starting at 1− j with input label ỹ.

A set S of words is closed under reversal if w ∈ S implies w̃ ∈ S for every
w ∈ S. By definition, any Sturmian set is closed under reversal (see [4]).

Theorem 4.20 For any tree set T of characteristic 1 on the alphabet Σ,
closed under reversal and any doubling map δA, the image of T by δA is a
specular set relative to the involution θA.

Proof. Set S = δA(T ) = δ0(T ) ∪ δ1(T ). By Theorem 3.1 of [20], S is a tree
set of characteristic 2. By construction, it is also clear the any word in S is
θA-reduced.

Let now prove that S is a symmetric language. Assume that x = δi(y)
for i ∈ {0, 1} and y ∈ T . Let j be the end of the path starting at i and with
input label y. Since x−1 = δ1−j(ỹ) and T is closed under reversal, we have
x−1 ∈ δ1−j(T ). This shows that S is symmetric and so that it is laminary.
Thus, S is a specular set.

We now give two examples of specular sets obtained by doubling maps
(doubling the Fibonacci set).

Example 4.21 Let Σ = {α, β} and let T be the Fibonacci set over Σ. Let
δ be the doubling map given by the transducer of Figure 4.3 on the left.

0 1

α | a

β | b

α | c

β | d b

a

a

b

d

c

c

d

Figure 4.3: A doubling transducer and the extension graph ES(ε).

Both letters in Σ act as the identity on the two states 0, 1.
Then θA is the involution defined by θ : a 7→ c, b 7→ d, c 7→ a, d 7→ b.

The image of T by δ is a specular set S on the alphabet A = {a, b, c, d}. The
graph ES(ε) is represented in Figure 4.4 on the right. All letters are even.

Note that the set S of Example 4.21 is not recurrent. The set S is actually
just a union of two Fibonacci sets, one over the alphabet {a, b} and the second
over the alphabet {c, d}.
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Example 4.22 Let Σ = {α, β} and let T be the Fibonacci set. Let δ be the
doubling map given by the transducer of Figure 4.4 on the left. The letter α
acts as the transposition of the two states 0, 1, while β acts as the identity.

0 1β | d
α | a

α | c
β | b

b

a

c

b

d

c

a

d

Figure 4.4: A doubling transducer and the extension graph ES(ε).

Then θA is the involution θ of Example 3.2 and the image of T by δ
is a specular set S on the alphabet A = {a, b, c, d}. The graph ES(ε) is
represented in Figure 4.4 on the right.

The letters a, c are odd and b, d are even.
Note that S is the set of factors of the fixed point gω(a) of the morphism

g : a 7→ abcab, b 7→ cda, c 7→ cdacd, d 7→ abc.

The morphism g is obtained by applying the doubling map to the cube f 3 of
the Fibonacci morphism f in such a way that gω(a) = δ0(f

ω(α)).

In the next example (due to Julien Cassaigne), the specular set is obtained
using a morphism of smaller size.

Example 4.23 Let A = {a, b, c, d}. Let T be the set of factors of the fixed
point x = fω(α) of the morphism f : α 7→ αβ, β 7→ αβα. It is a Sturmian
set. Indeed, x is the characteristic word of slope −1 +

√
2 (see [26]). The

sequence sn = fn(α) satisfies sn = s2n−1sn−2 for n ≥ 2. The image S of T by
the doubling automaton of Figure 4.4 is the set of factors of the fixed point
σω(a) of the morphism σ from A∗ into itself defined by

σ(a) = ab, σ(b) = cda, σ(c) = cd, σ(d) = abc.

Thus the set S is the same as that of Example 4.2.

Note that, when S is a specular set obtained by a doubling map using a
transducer A, the parity graph of S is the output automaton of A (see for
instance Figures 4.2 and 4.4).
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4.5. Palindromes

The notion of palindromic complexity originates in [21] where it is proved
that a word of length n has at most n+1 palindrome factors. A word of length
n is full if it has n+ 1 palindrome factors and a factorial set is full (or rich)
if all its elements are full. By a result of [23], a recurrent set closed under
reversal is full if and only if every complete return word to a palindrome
in S is a palindrome (a complete return word to a set X of words of the
same length is a word of S which has exactly two factors in X , one as a
proper prefix and one as a proper suffix, see Section 6.1). It is known that all
Sturmian sets are full [21] and also all natural codings of interval exchange
defined by a symmetric permutation [1].

The fact that a tree set of characteristic 1 is full in the following result
generalizes results of [21, 1].

Proposition 4.24 Let T be a recurrent tree set of characteristic 1, closed
under reversal. Then T is full.

Proof. We use the following equivalent definition of full sets (see [32]): for
any x ∈ T ,

(i) if x is not a palindrome, it is neutral.
(ii) Otherwise, m(x) + 1 is equal to the number of letters a such that axa

is a palindrome in T (the so-called palindromic extensions).

Since T is a tree set of characteristic 1, every word is neutral. We thus only
have to show that every palindrome has exactly one palindromic extension.
Let x ∈ T be a palindrome. It may be verified that since x is palindrome
and T is closed under reversal, the graph ET (x) is closed under reversal in
the sense that it contains an edge (1 ⊗ a, b ⊗ 1) if and only if it contains
the edge (1 ⊗ b, a ⊗ 1). One may verify that, as a consequence, there is at
least one a ∈ A such that axa ∈ T . Indeed, this can be proved as follows
by induction on Card(A). It is true if Card(A) = 1. Otherwise, let a ∈ A
be such that 1 ⊗ a is a leaf of ET (x). Then, since the graph is closed under
reversal, the vertex a⊗ 1 is also a leaf. Set A′ = A \ {a}. The restriction of
the graph to the vertices in A′ is a tree closed under reversal, and thus the
property follows by induction. But if there is another one, the graph would
have a cycle. Indeed, assume that axa, bxb ∈ T . Consider a simple path γ
of minimal length from one of 1 ⊗ a, a ⊗ 1 to one of 1 ⊗ b, b ⊗ 1. This path
cannot contain the edges corresponding to axa, bxb. Using these edges and
the symmetric of γ, one obtains a cycle. Thus T is full.
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In [32], this notion was extended to that ofG-full, where G is a finite group
of morphisms and antimorphisms of A∗ (an antimorphism is the composition
of a morphism and reversal) containing at least one antimorphism. As one
of the equivalent definitions, a set S closed under G is G-full if for every
x ∈ S, every complete return word to the G-orbit of x is fixed by a nontrivial
element of G.

Let us consider a tree set T of characteristic 1 and a specular set S
obtained as the image of T by a doubling map δ.

Let us define the antimorphism σ : u 7→ u−1 for u ∈ Gθ. From Section 4.4
it follows that both edges (i, α, a, j) and (1 − i, α, σ(a), 1 − j) are in the
doubling transducer. Let us define also the morphism τ obtained by replacing
each letter a ∈ A by τ(a) if there are edges (i, α, a, j) and (1−j, α, τ(a), 1−i)
in the doubling transducer.

We denote by GA the group generated by the σ and τ . Actually, we have
GA = Z/2Z× Z/2Z.

Example 4.25 Let S be the specular set defined in Example 4.21. The
group GA is generated by

σ : at 7→ c, b 7→ d, c 7→ a, d 7→ b,

and
τ : a 7→ c, b 7→ d, c 7→ a, d 7→ b.

Note that, even if the images of σ and τ over the alphabet are the same, the
latter is a morphism, while the first is an antimorphism. Moreover, in that
case, we have στ = τσ : w 7→ w̃ for every w ∈ S.

Example 4.26 Let S be the recurrent specular set defined in Example 4.22.
The group GA is generated by the antimorphism

σ : a 7→ a, b 7→ d, c 7→ c, d 7→ a,

and the morphism

τ : a 7→ c, b 7→ d, c 7→ a, d 7→ b.

We have H = {id, σ, τ, στ}, where στ = τσ is the antimorphism fixing b, d
and exchanging a and c.
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We now connect the notions of fullness and GA-fullness, proving an anal-
ogous result of Proposition 4.24 for specular sets.

Proposition 4.27 Let T be a recurrent tree set of characteristic 1 on the
alphabet Σ, closed under reversal and let S be the image of T under a doubling
map. Then S is GA-full.

Proof. By Proposition 4.24 we know that T is full.
To show that S is GA-full, we will use several properties of the map δi.

We note that it is injective, that it preserves prefixes and conversely: u is a
prefix of v if and only if δi(u) is a prefix of δi(v). Also, for any y ∈ T and
x = δi(y), the images of y, ỹ by δ0, δ1 form the GA-orbit of x.

Consider x ∈ S and a word w which is a complete return word to the
GA-orbit of x. We may assume that x is a prefix of w and that γ(x) is a
prefix of w, with γ ∈ H . Let y, u ∈ T and i ∈ {0, 1} be such that x = δi(y)
and w = δi(u). Then y is a prefix of u.

We first show that u is a palindrome. First observe that u has a suffix
in the set {y, ỹ}. Indeed, if γ ∈ {id, τ} then y is a suffix of u. Otherwise,
if γ ∈ {σ, τσ}, one has that ỹ is a suffix of u. Let now z be the longest
palindrome prefix of u. Then y is a prefix of z since otherwise z would have
a second occurrence in u (in a full set, the longest palindrome prefix of a
word is unioccurrent, see [23]). Consequently ỹ is a suffix of z and z cannot
have another occurrence of y or ỹ except as a prefix or a suffix (otherwise,
w would have an internal factor in the GA-orbit of x). Thus z is a complete
return word to {y, ỹ}. Consequently, δi(z) is a complete return word to the
GA-orbit of x and thus δi(z) = w, which implies that u = z and that u is a
palindrome.

Now, the GA-orbit of any word w = δi(u) with u palindrome has two
elements. Indeed, either w is even and w−1 = τ(w), or w is odd and w−1 = w.
Thus such a w is fixed by a nontrivial element of GA.

Example 4.28 Let S be the specular set of Example 4.21. Since it is a
doubling of the Fibonacci set (which is Sturmian and thus full), it is GA-
full with respect to the group GA generated by the antimorphism σ and the
morphism τ of Example 4.25. The GA-orbit of x = a is the set X = {a, c}.
The set of complete return words to X (see also Section 6) is given by

CRS(X) = {aa, aba, cc, cdc}.
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The four words are palindromes and thus they are fixed by στ .
As another example, consider x = ab. Its GA-orbit is the set X =

{ab, ba, cd, dc} and the set of complete return words to X is given by

CRS(X) = {aba, baab, bab, cdc, dccd, dcd}.

Each of them is a palindrome, thus is fixed by στ .

Example 4.29 Let S be the specular set of Example 4.22. Since it is a
doubling of the Fibonacci set (which is Sturmian and thus full), it is GA-full
with respect to the group GA generated by the map σ taking the inverse (that
is fixing a, c and exchanging b and d) and the morphism τ (which exchanges
a, c and b, d respectively). The GA-orbit of x = a is the set X = {a, c}. We
have

CRS(X) = {abc, ac, ca, cda}.
The four words are fixed by στ . As another example, consider x = ab. Then
X = {ab, bc, cd, da} and CRS(X) = {abc, bcad, bcd, cda, dab, dacb}. Each of
them is fixed by some nontrivial element of GA.

5. Linear involutions

In this section we define linear involutions and connections. We prove that
the natural coding of a linear involution without connections is a specular
set (Theorem 5.9).

5.1. Definition

Let A be an alphabet of cardinality k with an involution θ and the corre-
sponding specular group Gθ. Note that we allow θ to have fixed points. This
leads to a definition of linear involutions which is somewhat more general
than the one used in [15, 10].

We consider two copies I × {0} and I × {1} of an open interval I of the
real line and denote Î = I ×{0, 1}. We call the sets I ×{0} and I ×{1} the
two components of Î. We consider each component as an open interval.

A generalized permutation on A of type (ℓ,m), with ℓ + m = k, is a
bijection π : {1, 2, . . . , k} → A. We represent it by a two line array

π =

(

π(1) π(2) . . . π(ℓ)
π(ℓ+ 1) . . . π(ℓ+m)

)
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A length data associated with (ℓ,m, π) is a nonnegative vector λ ∈ R
A
+ = R

k
+

such that

λπ(1) + . . .+ λπ(ℓ) = λπ(ℓ+1) + . . .+ λπ(k) and λa = λa−1 for all a ∈ A.

We consider a partition of I×{0} (minus ℓ−1 points) in ℓ open intervals
Iπ(1), . . . , Iπ(ℓ) of lengths λπ(1), . . . , λπ(ℓ) and a partition of I×{1} (minusm−1
points) in m open intervals Iπ(ℓ+1), . . . , Iπ(ℓ+m) of lengths λπ(ℓ+1), . . . , λπ(ℓ+m).
Let Σ be the set of k−2 division points separating the intervals Ia for a ∈ A.

The linear involution on I relative to these data is the map T = σ2 ◦ σ1

defined on the set Î \ Σ as the composition of two involutions defined as
follows.

(i) The first involution σ1 is defined on Î \Σ. It is such that for each a ∈ A,
its restriction to Ia is either a translation or a symmetry from Ia onto
Ia−1 .

(ii) The second involution exchanges the two components of Î. It is defined
for (x, δ) ∈ Î by σ2(x, δ) = (x, 1 − δ). The image of z by σ2 is called
the mirror image of z.

We also say that T is a linear involution on I and relative to the alphabet A
or that it is a k-linear involution to express the fact that the alphabet A has
k elements.

Example 5.1 Let A = {a, b, c, d, a−1, b−1, c−1, d−1} and

π =

(

a b a−1 c
c−1 d−1 b−1 d

)

.

Let T be the 8-linear involution corresponding to the length data represented
in Figure 5.1 (we represent I ×{0} above I ×{1}) with the assumption that
the restriction of σ1 to Ia and Id is a symmetry while its restriction to Ib, Ic
is a translation.

I × {0}

I × {1}
z

T (z)T 2(z)

a b a−1 c

c−1 d−1 b−1 d

Figure 5.1: A linear involution.
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We indicate on the figure the effect of the transformation T on a point z
located in the left part of the interval Ia. The point σ1(z) is located in the
right part of Ia−1 and the point T (z) = σ2σ1(z) is just below on the left of
Ib−1 . Next, the point σ1T (z) is located on the left part of Ib and the point
T 2(z) just below.

Thus the notion of linear involution is an extension of the notion of interval
exchange transformation in the following sense. Assume that

(i) ℓ = m,

(ii) for each letter a ∈ A, the interval Ia belongs to I × {0} if and only if
Ia−1 belongs to I × {1},

(iii) the restriction of σ1 to each subinterval is a translation.

Then, the restriction of T to I × {0} is an interval exchange (and so is its
restriction to I×{1} which is the inverse of the first one). Thus, in this case,
T is a pair of mutually inverse interval exchange transformations.

It is also an extension of the notion of interval exchange with flip [30, 31].
Assume again conditions (i) and (ii), but now that the restriction of σ1 to at
least one subinterval is a symmetry. Then the restriction of T to I × {0} is
an interval exchange with flip.

Note that for convenience we consider in this paper interval exchange
transformations defined by a partition of an open interval minus ℓ− 1 points
in ℓ open intervals. The usual notion of interval exchange transformation
uses a partition of a semi-interval in a finite number of semi-intervals.

A linear involution T is a bijection from Î \Σ onto Î \σ2(Σ). Since σ1, σ2

are involutions and T = σ2 ◦ σ1, the inverse of T is T−1 = σ1 ◦ σ2.
The set Σ of division points is also the set of singular points of T and their

mirror images are the singular points of T−1 (which are the points where T
(resp. T−1) is not defined). Note that these singular points z may be ‘false’
singularities, in the sense that T can have a continuous extension to an open
neighborhood of z.

Two particular cases of linear involutions deserve attention.
A linear involution T on the alphabet A relative to a generalized per-

mutation π of type (ℓ,m) is said to be non-orientable if there are indices
i, j ≤ ℓ such that π(i) = π(j)−1 (and thus indices i, j ≥ ℓ + 1 such that
π(i) = π(j)−1). In other words, there is some a ∈ A for which Ia and Ia−1

belong to the same component of Î. Otherwise T is said to be orientable.
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A linear involution T = σ2 ◦ σ1 on I relative to the alphabet A is said to
be coherent if, for each a ∈ A, the restriction of σ1 to Ia is a translation if
and only if Ia and Ia−1 belong to distinct components of Î.

Example 5.2 The linear involution of Example 5.1 is coherent.

Linear involutions which are orientable and coherent correspond to in-
terval exchange transformations, whereas orientable but non-coherent linear
involutions are interval exchanges with flip.

Orientable linear involutions correspond to orientable laminations (see
[10]), whereas coherent linear involutions correspond to orientable surfaces.
Thus coherent non-orientable involutions correspond to non-orientable lam-
inations on orientable surfaces.

5.2. Minimal involutions

A connection of a linear involution T is a triple (x, y, n) where x is a
singularity of T−1, y is a singularity of T , n ≥ 0 and T nx = y.

Example 5.3 Let us consider the linear involution T which is the same as in
Example 5.1 but such that the restriction of σ1 to Ic is a symmetry. Thus T
is not coherent. We assume that I =]0, 1[, that λa = λd. Let x = (1− λd, 0)
and y = (λa, 0).

Then x is a singularity of T−1 (σ2(x) is the left endpoint of Id), y is a
singularity of T (it is the right endpoint of Ia) and T (x) = y. Thus (x, y, 1)
is a connection.

Example 5.4 Let T be the linear involution on I =]0, 1[ represented in
Figure 5.2. We assume that the restriction of σ1 to Ia is a translation whereas
the restriction to Ib and Ic is a symmetry. We choose (3−

√
5)/2 for the length

of the interval Ic (or Ib). With this choice, T has no connections.

a b b−1

c c−1 a−1

Figure 5.2: A linear involution without connections.
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Let T be a linear involution without connections. Let

O =
⋃

n≥0

T−n(Σ) and Ô = O ∪ σ2(O) (5.1)

be respectively the negative orbit of the singular points and its closure under
mirror image. Then T is a bijection from Î \ Ô onto itself. Indeed, assume
that T (z) ∈ Ô. If T (z) ∈ O then z ∈ O. Next if T (z) ∈ σ2(O), then T (z) ∈
σ2(T

−n(Σ)) = T n(σ2(Σ)) for some n ≥ 0. We cannot have n = 0 since σ2(Σ)
is not in the image of T . Thus z ∈ T n−1(σ2(Σ)) = σ2(T

−n+1(Σ)) ⊂ σ2(O).
Therefore in both cases z ∈ Ô. The converse implication is proved in the
same way.

A linear involution T on I without connections is minimal if for any point
z ∈ Î \ Ô the nonnegative orbit of z is dense in Î.

Note that when a linear involution is orientable, that is, when it is a
pair of interval exchange transformations (with or without flips), the interval
exchange transformations can be minimal although the linear involution is
not since each component of Î is stable by the action of T . Moreover, it
is shown in [16] that non-coherent linear involutions are almost surely not
minimal.

Example 5.5 Let us consider the non-coherent linear involution T which
is the same as in Example 5.1 but such that the restriction of σ1 to Ic is a
symmetry, as in Example 5.3. We assume that I =]0, 1[, that λa = λd and
that 1/4 < λc < 1/2 and that λa+λb < 1/2. Let x = 1/2+λc and z = (x, 0)
(see Figure 5.3). We have then T 3(z) = z, showing that T is not minimal.
Indeed, since z ∈ Ic, we have T (z) = (1−x, 0) = (1/2−λc, 0). Since T (z) ∈ Ia
we have T 2(z) = ((λa+λb)+(λa−1+x), 1) = (x−λc, 1) = (1/2, 1). Finally,
since T 2(z) ∈ Id−1 , we obtain (1, 0)−T 3(z) = T 2(z)− (λc, 1) = (1, 0)− z and
thus T 3(z) = z.

z = T 3(z)

T (z)

T 2(z)

a b a−1 c

c−1 d−1 b−1 d

Figure 5.3: A non-coherent linear involution.
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The following result (already proved in [12, Proposition 4.2] for the class
of coherent involutions) is [10, Proposition 3.7]. The proof uses Keane’s the-
orem proving that an interval exchange transformation without connections
is minimal [24].

Proposition 5.6 Let T be a linear involution without connections on I. If T
is non-orientable, it is minimal. Otherwise, its restriction to each component
of Î is minimal.

5.3. Natural coding

Let T be a linear involution on I, let Î = I × {0, 1} and let Ô be the set
defined by Equation (5.1).

Given z ∈ Î \Ô, the infinite natural coding of T relative to z is the infinite
word ΣT (z) = a0a1 . . . on the alphabet A defined by

an = a if T n(z) ∈ Ia.

We first observe that the infinite word ΣT (z) is reduced. Indeed, assume that
an = a and an+1 = a−1 with a ∈ A. Set x = T n(z) and y = T (x) = T n+1(z).
Then x ∈ Ia and y ∈ Ia−1 . But y = σ2(u) with u = σ1(x). Since x ∈ Ia,
we have u ∈ Ia−1 . This implies that y = σ2(u) and u belong to the same
component of Î, a contradiction.

We denote by L(T ) the set of factors of the infinite natural codings of T .
We say that L(T ) is the natural coding of T .

Example 5.7 Let T be the linear involution of Example 5.4. The words of
length at most 3 of S = L(T ) are represented in Figure 5.4.

The set S can actually be defined directly as the set of factors of the
substitution

f : a 7→ cb−1, b 7→ c, c 7→ ab−1.

which extends to an automorphism of the free group on {a, b, c} (see [10]).

The following is Proposition 5.3 in [10].

Proposition 5.8 The natural coding of a linear involution is closed under
taking inverses.

We prove the following result.
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a

b

b−1

b−1

c−1

a−1

c
c−1

c
c−1

c

a

b

a
b

a−1

c
c−1

c

b
b−1

a
b

b
b−1

a−1

c−1

c−1

b−1

a−1

Figure 5.4: The words of length at most 3 of S.

Theorem 5.9 The natural coding of a linear involution without connections
is a specular set.

Proof. Let T be a linear involution without connections. By Proposition 5.8,
the set L(T ) is symmetric. Since it is by definition bi-extendable and formed
of reduced words, it is a laminary set. By [20, Theorem 9.5], L(T ) is a tree
set of characteristic 2. Thus L(T ) is specular.

We now present an example of a linear involution on an alphabet A where
the involution θ has fixed points.

Example 5.10 Let A = {a, b, c, d} be as in Example 3.2 (in particular,
d = b−1, a = a−1, c = c−1). Let T be the linear involution represented in

a d

b c

Figure 5.5: A linear involution on A = {a, b, c, d}.

Figure 5.5 with σ1 being a translation on Ib and a symmetry on Ia, Ic. Choos-
ing (3 −

√
5)/2 for the length of Ib, the involution is without connections.

Thus S = L(T ) is a specular set. Let us show it is equal to the specular set
obtained by the doubling transducer in Example 4.22. Indeed, consider the
interval exchange V on the interval Y =]0, 2[ represented in Figure 5.6 on
the right, which is obtained by using two copies of the interval exchange U
defining the Fibonacci set (represented in Figure 5.6 on the left).
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0 1a b

b−1 a−1

0 1 2a b c d

d−1 c−1 b−1 a−1

Figure 5.6: Interval exchanges U and V for the Fibonacci set and its doubling.

Let X =]0, 1[×{0, 1} and let α : Y → X be the map defined by

α(z) =

{

(z, 0) if z ∈]0, 1[
(2− z, 1) otherwise.

Then α ◦ V = T ◦ α and thus L(V ) = L(T ). The interval exchange V is
actually the orientation covering of the linear involution T (see [10]).

6. Return words

In this section we introduce three variants of the notion of return words,
namely complete, right and mixed return words. We prove several results
concerning sets of return words (Theorems 6.6, 6.9, 6.12). We also prove that
the set of return words to a given word forms a basis of the even subgroup
(Theorem 6.15 referred to as the First Return Theorem) and that the mixed
return words form a monoidal basis of the specular group (Theorem 6.17).

6.1. Cardinality Theorems for return words

In this section, we introduce several notions of return words: complete
return words, right (or left) return words and mixed return words. For each
of them, we prove a cardinality theorem (Theorems 6.6, 6.9 and 6.12).

Here, when we consider a recurrent set S containing the alphabet A, we
implicitly assume that all words of S are on the alphabet A.

6.1.1. Complete return words

Let S be a factorial set of words and let X ⊂ S be a set of nonempty
words. A complete return word to X is a word of S with a proper prefix in
X , a proper suffix in X but no internal factor in X . We denote by CRS(X)
the set of complete return words to X .

The set CRS(X) is a bifix code. If S is uniformly recurrent, CRS(X) is
finite for any finite set X . For x ∈ S, we denote CRS(x) instead of CRS({x}).
Thus CRS(x) is the usual notion of a complete return word (see [22] for
example).
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Example 6.1 Let S be the specular set of Example 4.22. One has

CRS(a) = {abca, abcda, acda}
CRS(b) = {bcab, bcdacdab, bcdacdacdab}
CRS(c) = {cabc, cdabc, cdac}
CRS(d) = {dabcabcabcd, dabcabcd, dacd}.

The following result is proved in [20, Theorem 5.2].

Theorem 6.2 Let S be a recurrent neutral set containing the alphabet A.
For any finite nonempty bifix code X ⊂ S with empty kernel, we have

Card(CRS(X)) = Card(X) + Card(A)− χ(S). (6.1)

As a consequence of Theorem 6.2, one has the following statement.

Corollary 6.3 Let S be a recurrent specular set on the alphabet A. For any
finite nonempty bifix code X ⊂ S with empty kernel, one has

Card(CRS(X)) = Card(X) + Card(A)− 2.

The following example illustrates Corollary 6.3.

Example 6.4 Let S be the specular set on the alphabet A = {a, b, c, d} of
Example 4.2. We have

CRS({a, b}) = {ab, acda, bca, bcda}.

It has four elements in agreement with Corollary 6.3.

We note that when X is a finite S-maximal bifix code of S-degree d with
kernel K(X), the set CRS(X) has the following property. For any set K
such that K(X) ⊂ K ⊂ X with K 6= X , the set Y = K ∪ CRS(X \K) is an
S-maximal bifix code of S-degree dS(X)+1. The code X is the derived code
of Y (see [4, Section 4.3]). This gives a connection between Equations (4.1)
and (6.1). By Equation (4.1), we have

Card(Y ) = (d+ 1)(Card(A)− χ(S)) + χ(S) = Card(X) + Card(A)− χ(S).
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Thus

Card(CRS(X \K)) = Card(Y )− Card(K)

= Card(X)− Card(K) + Card(A)− χ(S)

= Card(X \K) + Card(A)− χ(S)

which is Formula (6.1) since X \K is a bifix code with empty kernel.

6.1.2. Right return words

Let S be a factorial set. For any nonempty word x ∈ S, a right return
word to x in S is a word w such that xw is a complete return word to x. One
defines symmetrically the left return words to x ∈ S as the words w such that
wx is a complete return word. We denote by RS(x) the set of right return
words to x in S and by R′

S(x) the corresponding set of left return words.
Note that when S is a laminary set RS(x)

−1 = R′
S(x

−1).

Proposition 6.5 Let S be a specular set and let x ∈ S be a nonempty word.
All the words of RS(x) are even.

Proof. If w ∈ RS(x), we have xw = vx for some v ∈ S. If x is odd, assume
that x ∈ S0,1. Then w ∈ S1,1. Thus w is even. If x is even, assume that
x ∈ S0,0. Then w ∈ S0,0 and w is even again.

Theorem 6.6 (Cardinality Theorem for right return words) Let S be
a recurrent specular set. For any x ∈ S, the set RS(x) has Card(A)− 1 ele-
ments.

Proof. This follows directly from Corollary 6.3 withX = {x} since Card(RS(x)) =
Card(CRS(x)).

Example 6.7 Let S be the specular set of Example 4.22. We have

RS(a) = {bca, bcda, cda},
RS(b) = {cab, cdacdab, cdacdacdab},
RS(c) = {abc, dabc, dac},
RS(d) = {abcabcd, abcabcabcd, acd}.
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It is shown in [7] that if S is a (uniformly) recurrent tree set of characteris-
tic 1 containing the alphabet B, then for any x ∈ S, one has Card(RS(x)) =
Card(B). The relation with Theorem 6.6 is as follows. Let X be the even
code and let X0 = X ∩ S0,0, X1 = X ∩ S1,1. Thus X = X0 ∪X1.

One has Card(X0) = Card(A)− 1 by Theorem 4.16 (indeed, Card(X) =
2Card(A)− 2 and Card(X0) = Card(X1)).

Let f be a coding morphism for X . Then for any x ∈ S0,0, the set RS(x)
is in bijection, via the decoding by X0, with the set of right return words to
f−1(x). Since f−1(S0,0) is a tree set on B0 = f−1(X0), the set RS(x) has
Card(A)− 1 elements, in agreement with Theorem 6.6.

6.1.3. Mixed return words

Let S be a laminary set. For w ∈ S such that w 6= w−1, we consider
complete return words to the set X = {w,w−1}.

Example 6.8 Let T be the linear involution of Example 5.4. We have

CRS({a, a−1}) = {ab−1cba−1, ab−1cbc−1a, a−1cb−1c−1a,

ab−1c−1ba−1, a−1cbc−1a, a−1cb−1c−1ba−1}
CRS({b, b−1}) = {ba−1cb, ba−1cb−1, bc−1ab−1, b−1cb, b−1c−1ab−1, b−1c−1b},
CRS({c, c−1}) = {cba−1c, cbc−1, cb−1c−1, c−1ab−1c, c−1ab−1c−1, c−1ba−1c}.

Theorem 6.9 Let S be a recurrent specular set containing the alphabet A.
For any w ∈ S such that w 6= w−1, the set of complete return words to
{w,w−1} has Card(A) elements.

Proof. The statement results directly of Corollary 6.3.

Example 6.10 Let S be the specular set of Example 4.22. In view of the
values of CRS(b) and CRS(d) given in Example 6.1, we have

CRS({b, d}) = {bcab, bcd, dab, dacd}.

Two words u, v are said to overlap if a nonempty suffix of one of them is
a prefix of the other. In particular a nonempty word overlaps with itself.

We now consider the return words to {w,w−1} with w such that w and
w−1 do not overlap. This is true for every w in a laminary set S where the
involution θ has no fixed point, in particular when S is the natural coding of
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a linear involution. In this case, the group Gθ is free and for any w ∈ S, the
words w and w−1 do not overlap.

With a complete return word u to {w,w−1}, we associate a word N(u)
obtained as follows. If u has w as prefix, we erase it and if u has a suffix w−1,
we also erase it. Note that these two operations can be made in any order
since w and w−1 cannot overlap.

Themixed return words to w are the words N(u) associated with complete
return words u to {w,w−1}. We denote by MRS(w) the set of mixed return
words to w in S.

Note thatMRS(w) is symmetric and that wMRS(w)w
−1 = MRS(w

−1).
Note also that if S is orientable, then

MRS(w) = RS(w) ∪ RS(w)
−1 = RS(w) ∪R′

S(w
−1).

The reason for this definition comes from the fact that, when S is the
natural coding of a linear involution, we are interested in the transformation
induced on Iw ∪ σ2(Iw), where Iw = Ib0 ∩ T−1(Ib1)∩ . . .∩ T−m+1(Ibm−1

) for a
word w = b0b1 · · · bm−1 (see [10]). The natural coding of a point in Iw begins
with w while the natural coding of a point z in σ2(Iw) ‘ends’ with w−1 in the
sense that the natural coding of T−|w|(z) begins with w−1.

Example 6.11 Let T be the linear involution of Example 5.4. We have

MRS(a) = {b−1cb, b−1cbc−1a, a−1cb−1c−1a, b−1c−1b, a−1cbc−1a, a−1cb−1c−1b}
MRS(b) = {a−1cb, a−1c, c−1a, b−1cb, b−1c−1a, b−1c−1b},
MRS(c) = {ba−1c, b, b−1, c−1ab−1c, c−1ab−1, c−1ba−1c}.

Observe that any uniformly recurrent biinfinite word x such that F (x) =
S can be uniquely written as a concatenation of mixed return words (see
Figure 6.1). Note that successive occurrences of w may overlap but that
successive occurrences of w and w−1 cannot.

. . . w w

r

w−1

ts

w−1 w

u

. . .

Figure 6.1: A uniformly recurrent infinite word factorized as an infinite product · · · rstu · · ·
of mixed return words to w.

We have the following cardinality result.
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Theorem 6.12 (Cardinality Theorem for mixed return words) Let S
be a recurrent specular set on the alphabet A. For any w ∈ S such that w,w−1

do not overlap, the set MRS(w) has Card(A) elements.

Proof. This is a direct consequence of Theorem 6.9 since Card(MRS(w)) =
Card(CRS({w,w−1}) when w and w−1 do not overlap.

Note that the bijection between CRS(w,w
−1) and MRS(w) is illustrated

in Figure 6.1.

Example 6.13 Let S be the specular set of Example 4.22. The value of
CRS(b, d) is given in Example 6.10. Since b, d do not overlap,

MRS(b) = {cab, c, dac, dab}

has four elements in agreement with Theorem 6.12.

As a corollary, we obtain the following result.

Corollary 6.14 Let S be the natural coding of a linear involution without
connections on the alphabet A. For any w ∈ S, the set MRS(w) has Card(A)
elements.

6.2. First Return Theorem

By [7, Theorem 4.5], the set of right return words to a given word in a
recurrent tree set of characteristic 1 containing the alphabet A is a basis of
the free group on A. We will see a counterpart of this result for recurrent
specular sets.

Let S be a specular set. The even subgroup is the group formed by
the even words. It is a subgroup of index 2 of Gθ with symmetric rank
2(Card(A) − 1) by (3.2) generated by the even code. Since no even word
is its own inverse (by Proposition 4.11), it is a free group. Thus its rank is
Card(A)− 1.

Theorem 6.15 (First Return Theorem) Let S be a recurrent specular
set. For any w ∈ S, the set of right return words to w is a basis of the even
subgroup.

Proof. We first consider the case where w is even. Let f : B∗ → A∗ be a
coding morphism for the even code X ⊂ S. Consider the partition (Si,j), as
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in Proposition 4.11, and set X0 = X∩S0,0, X1 = X∩S1,1. By Theorem 4.13,
the set f−1(S) is the union of the two recurrent tree sets of characteristic
1, T0 = f−1(S0,0) and T1 = f−1(S1,1) on the alphabets B0 = f−1(X0) and
B1 = f−1(X1) respectively. We may assume that w ∈ S0,0. Then RS(w) is
the image by f of the set R = RT0

(f−1(w)). By [7, Theorem 4.5], the set R
is a basis of the free group on B0. Thus RS(w) is a basis of the image of FB0

by f , which is the even subgroup.
Suppose now that w is odd. Since the even code is an S-maximal bifix

code, there exists an odd word u such that uw ∈ S. Then RS(uw) ⊂ RS(w)
∗.

By what precedes, the set RS(uw) generates the even subgroup and thus the
group generated by RS(w) contains the even subgroup. Since all words in
RS(w) are even, the group generated by RS(w) is contained in the even
subgroup, whence the equality. We conclude by Theorem 6.6.

Example 6.16 Let S be the specular set of Example 4.22. The sets of right
return words to a, b, c, d are given in Example 6.7. Each one is a basis of the
even subgroup.

Concerning mixed return words, we have the following statement.

Theorem 6.17 Let S be a recurrent specular set. For any w ∈ S such that
w,w−1 do not overlap, the set MRS(w) is a monoidal basis of the group Gθ.

Proof. Since w and w−1 do not overlap, we have RS(w) ⊂ MRS(w)
∗. Thus,

by Theorem 6.15, the group 〈MRS(w)〉 contains the even subgroup. But
MRS(w) always contains odd words. Indeed, assume that w ∈ Si,j. Then
w−1 ∈ S1−j,1−i and thus any u ∈ MRS(w) such that wuw−1 ∈ S is odd. Since
the even group is a maximal subgroup of Gθ, this implies that MRS(w)
generates the group Gθ. Finally since MRS(w) has Card(A) elements by
Theorem 6.12, we obtain the conclusion by Proposition 3.10.

Example 6.18 Let S be the specular set of Example 4.22. We have seen in
Example 6.13 that

MRS(b) = {c, cab, dab, dac}.
This set is a monoidal basis of Gθ in agreement with Theorem 6.17.

Since, in the free group, a reduced word w and its inverse do not overlap, we
have the following corollary of Theorem 6.17 in the case where the involution
θ has no fixed points. A geometric proof and interpretation is given in [10].
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Corollary 6.19 Let S be the natural coding of a linear involution without
connections on the alphabet A = B ∪B−1. For any w ∈ S, the set MRS(w)
is a monoidal basis of FB.

Example 6.20 Let T be the linear involution of Example 5.4. We have seen
in Example 6.11 that MRS(b) = {a−1cb, a−1c, c−1a, b−1cb, b−1c−1a, b−1c−1b}.
It is a monoidal basis of the free group on {a, b, c}.

7. Freeness and Saturation Theorems

In this section we consider two notions concerning sets of generators of
a subgroup H in a specular group, namely free subsets and the set of prime
words with respect to H . We prove that a set closed by taking inverses is
acyclic if and only if any symmetric bifix code is free (Theorem 7.1). More-
over, we prove that in such a set, for any finite symmetric bifix code X ,
the free monoid X∗ and the free subgroup 〈X〉 have the same intersection
with S (Theorem 7.8). To prove the last result we use the notion of coset
automaton.

7.1. Freeness Theorem

Let θ be an involution on A and let Gθ be the corresponding specular
group. A symmetric set X is free if it is a monoidal basis of a subgroup H of
the group Gθ. Thus a symmetric set X ⊂ Gθ is free if for x1, x2, . . . , xn ∈ X ,
the product x1x2 · · ·xn cannot reduce to 1 unless xi = x−1

i+1 for some i with
1 ≤ i < n.

The following is essentially Theorem 5.1 in [7].

Theorem 7.1 (Freeness Theorem) A laminary set S is acyclic if and
only if any symmetric bifix code X ⊂ S is free.

The proof is identical with that of Theorem 5.1 in [7], using the incidence
graph of a set X , which is the undirected graph GX defined as follows. Let P
be the set of proper prefixes of X and let Q be the set of its proper suffixes.
Set P ′ = P \ {ε} and Q′ = Q \ {ε}. The set of vertices of GX is the disjoint
union of P ′ and Q′. The edges of GX are the pairs (p, q) for p ∈ P ′ and
q ∈ Q′ such that pq ∈ X . As for the extension graph, we sometimes denote
1⊗ P ′, Q′ ⊗ 1 the copies of P ′, Q′ used to define the set of vertices of GX .
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Example 7.2 Let S be a laminary set and let X = S ∩A2 be the bifix code
formed of the words of S of length 2. The incidence graph of X is identical
with the extension graph E(ε).

The following statement is proved in [7, Proposition 5.6]. Recall that a
path in an undirected graph is reduced if it does not use twice consecutively
the same edge.

Proposition 7.3 Let S be an acyclic set. For any bifix code X ⊂ S, the
following assertions hold.

(i) The incidence graph GX is acyclic.

(ii) The intersection of P ′ = P \ {ε} (resp. Q′ = Q \ {ε}) with each
connected component of GX is a suffix (resp. prefix) code.

(iii) For every reduced path (v1, u1, . . . , un, vn+1) in GX with u1, . . . , un ∈ P ′

and v1, . . . , vn+1 ∈ Q′, the longest common prefix of v1, vn+1 is a proper
prefix of all v1, . . . , vn, vn+1.

(iv) Symmetrically, for every reduced path (u1, v1, . . . , vn, un+1) in GX with
u1, . . . , un+1 ∈ P ′ and v1, . . . , vn ∈ Q′, the longest common suffix of
u1, un+1 is a proper suffix of u1, u2, . . . , un+1.

7.2. Cosets

Let X be a symmetric set. We use the incidence graph to define an
equivalence relation γX on the set P of proper prefixes of X , called the coset
equivalence of X , as follows. It is the relation defined by p ≡ q mod γX if
there is a path (of even length) from 1⊗ p to 1⊗ q or a path (of odd length)
from 1 ⊗ p to q−1 ⊗ 1 in the incidence graph GX . It is easy to verify that,
since X is symmetric, γX is indeed an equivalence. The class of the empty
word ε is reduced to ε. This definition is an extension to symmetric sets of
the equivalence denoted θX introduced in [4].

The following statement is the generalization to symmetric bifix codes of
Proposition 6.3.5 in [4]. We denote by 〈X〉 the subgroup generated by X .

Proposition 7.4 Let X be a symmetric bifix code and let P be the set of its
proper prefixes. Let γX be the coset equivalence of X and let H = 〈X〉. For
any p, q ∈ P , if p ≡ q mod γX , then Hp = Hq.

Proof. Assume that there is a path of even length from p to q. If the path
has length 2, then we have pr, qr ∈ X for some suffix r of X . This implies
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pq−1 ∈ H and thus Hp = Hq. The general case follows by induction. In the
case where there is a path of odd length from p to q−1, there is a path of
even length from p to r and an edge from r to q−1 for some r ∈ P . Then
Hp = Hr by the preceding argument. Since rq−1 ∈ X , we have Hr = Hq
and the conclusion follows.

We now use the coset equivalence γX to define the coset automaton CX of
a symmetric bifix code X as follows. The vertices of CX are the equivalence
classes of γX . We denote by p̂ the class of p. There is an edge labeled a ∈ A
from s to t if for some p ∈ s and q ∈ t (that is, s = p̂ and t = q̂), one of the
following cases occurs (see Figure 7.1):

(i) pa ∈ P and pa ≡ q mod γX ,

(ii) or pa ∈ X and q = ε.

ε̂ p̂ p̂a
p a

(i)
p̂ ε̂

a

(ii)

Figure 7.1: The edges of the coset automaton.

Proposition 7.5 Let X be a symmetric bifix code, let P be its set of proper
prefixes and let H = 〈X〉. If for p, q ∈ P and a word w ∈ A∗ there is a path
labeled w from the class p̂ to the class q̂, then Hpw = Hq.

Proof. Assume first that w is a letter a ∈ A. It is easy to verify using
Proposition 7.4 that in the two cases of the definition of an edge (p̂, a, q̂),
one has Hpa = Hq. Since the coset does not depend on the representative
in the class, this implies the conclusion. The general case follows easily by
induction.

Let A be an alphabet with an involution θ. A directed graph with edges
labeled in A is called symmetric if there is an edge from p to q labeled a if
and only if there is an edge from q to p labeled a−1.

If G is a symmetric graph and v is a vertex of G, the set of reductions
of the labels of paths from v to v is a subgroup of Gθ called the subgroup
described by G with respect to v.

A symmetric graph is called reversible if for every pair of edges of the form
(v, a, w), (v, a, w′), one has w = w′ (and the symmetric implication since the
graph is symmetric).
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Proposition 7.6 Let S be a specular set and let X ⊂ S be a finite symmetric
bifix code. The coset automaton CX is reversible. Moreover the subgroup
described by CX with respect to the class of the empty word is the group
generated by X.

Proof. It is easy to verify that the words of X are labels of paths from ε̂ to
ε̂ which do not pass by ε̂ in between. Thus the group described by CX with
respect to ε̂ contains H = 〈X〉.

By Proposition 7.5, if there is a path from the class of p to the class of
q labeled w, then Hpw = Hq. Thus if w belongs to the group described by
CX (w.r.t. ε̂), it is in H . We have thus proved that the coset automaton
describes H .

Let us show now that CX is reversible. First, it is symmetric since X is
symmetric. Let us show that if (v, a, w) and (v, a, w′) are edges of CX , then
w = w′. Consider p, p′ ∈ P such that p ≡ p′ mod γX . Assume that there is
an edge labeled a from p̂ = p̂′ to q̂ and to q̂′.

Case 1. Suppose that pa, p′a ∈ P . We have to show that pa ≡ p′a mod γX .
Let u, v be such that pau, p′av ∈ X . It is not possible that there exists a path
of odd length from p to p′−1 in the incidence graph GX . Indeed, assume that
p ∈ Si,j and a ∈ Sj,k. Let (p, u1, . . . , u2m, p

′−1) with m ≥ 0 be a path of odd
length from p to p′−1. Then each u2t for 1 ≤ t ≤ m is in Sit,j and each u2t+1

for 0 ≤ t ≤ m − 1 is in Sj,ℓt for some it, ℓt ∈ {0, 1}. Then p′−1 ∈ Sj,ℓm and
thus p′ ∈ S1−ℓm,1−j. But then we cannot have p′a ∈ S. Thus there is a path
of even length from p to p′ in GX . This implies that there is a path of even
length of the form (au, p, . . . , p′, av). Thus by Proposition 7.3 (iii), there is a
path of even length from pa to p′a. This implies that pa ≡ p′a mod γX .

Case 2. Assume now that pa ∈ P and p′a ∈ X . For the same reason as in
Case 1, there cannot exist a path of odd length from p to p′. Thus there is a
path of even length from p to p′. By Proposition 7.3 (iii), this is not possible
since otherwise we would have for some word u, a path (au, p, . . . , p′, a) and
a is not a proper prefix of the last term of the sequence.

The case where pa ∈ X and p′a ∈ P is symmetrical. Finally, if pa, p′a ∈
X , we have q = q′ = ε.

This shows that if (v, a, w) and (v, a, w′) are edges of CX , then w = w′.
Since CX is symmetric, it follows that if (v, a, w) and (v′, a, w) are edges of
CX , then v = v′. Thus CX is reversible.
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Example 7.7 Let T be the linear involution of Example 5.4 and let S =
L(T ). Let X be the set of words of length 3 of S (see Figure 5.4), which is a
symmetric bifix code. The incidence graph GX is represented in Figure 7.2.
The coset automaton CX is represented in Figure 7.3 (we only represent one

a b−1c
c b−1c−1

bc−1

c−1 ba−1

ab−1

a−1c−1b

c−1cb

cb−1

cab−1

ba−1

b a−1c

b−1 c−1a

c−1b

a−1 cb
cb−1

b−1c−1a

ba−1c

b−1c

ab−1c−1

bc−1

Figure 7.2: The incidence graph of X .

of the edges labeled a and a−1, the other one is understood). The vertex 2
is the class corresponding to the first two trees in Figure 7.2. The vertex 3
corresponds to the two last ones.

1

2

3

a, c

c

b

a, b

a

b

c

Figure 7.3: The coset automaton.

7.3. Saturation Theorem

Let H be a subgroup of the specular group Gθ and let S be a specular
set on A relative to θ. The set of prime words in S with respect to H is
the set of nonempty words in H ∩ S without a proper nonempty prefix in
H ∩ S. Note that the set of prime words with respect to H is a symmetric
bifix code. One may verify that it is actually the unique bifix code X such
that X ⊂ S ∩H ⊂ X∗.

The following statement is a generalization of Theorem 5.2 in [7] (Satu-
ration Theorem).
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Theorem 7.8 (Saturation Theorem) Let S be an acyclic laminary set.
Any finite symmetric bifix code X ⊂ S is the set of prime words in S with
respect to the subgroup 〈X〉. Moreover 〈X〉 ∩ S = X∗ ∩ S.

Proof. Let H = 〈X〉 and let Y ⊂ S be the set of prime words with respect
to H . Then Y is a symmetric bifix code and thus it is free by Theorem 7.1.
Since, by Proposition 7.6, the coset automaton CX is reversible, any reduced
word is the label of at most one reduced path in CX . Since any word of X
is the label of a reduced path from ε̂ to ε̂ in CX which does not pass by ε̂
in-between, this implies that X ⊂ Y . But any y ∈ Y is the reduction of
some product x1x2 · · ·xn with xi ∈ X . Since Y is free and contains X , this
implies n = 1 and y ∈ X . Thus X = Y .

The last assertion follows from the fact that, since X is the set of prime
words in S with respect to H , one has H ∩ S ⊂ X∗.

Note that the hypothesis that X is symmetric is necessary, as shown in
the following example.

Example 7.9 Let A = {a, b, a−1, b−1}. Let S be the set of factors of
(ab−1)ω∪ (a−1b)ω (we denote as usual by xω the infinite word xxx · · · ). Then
S is an acyclic laminary set. The set X = {a, ba−1} is a bifix code but it is
not the set of prime words with respect to 〈X〉 since b ∈ 〈X〉 ∩ S.

8. Bifix codes and monoidal bases

In this section we prove the Finite Index Basis Theorem (Theorem 8.1)
and a converse (Theorem 8.6).

8.1. Finite Index Basis Theorem

The following result is the counterpart for specular sets of the result
holding for recurrent tree sets of characteristic 1 (see [8, Theorem 4.4]). The
proof is very similar to that of Theorem 4.4 in [8] and we omit some details.

Theorem 8.1 (Finite Index Basis Theorem) Let S be a recurrent spec-
ular set and let X ⊂ S be a finite symmetric bifix code. Then X is an
S-maximal bifix code of S-degree d if and only if it is a monoidal basis of a
subgroup of index d.
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The following result is a complement to Theorem 4.4.3 in [4], asserting that
if S is a recurrent set, any finite bifix code X ⊂ S is contained in a finite
S-maximal bifix code Z. It shows that when X is symmetric, then Z can be
chosen symmetric.

Theorem 8.2 Let S be a recurrent laminary set. Any finite symmetric bifix
code X ⊂ S is contained in a finite symmetric S-maximal bifix code.

Proof. Let X ⊂ S be a finite symmetric bifix code which is not S-maximal.
Since X is finite, the number d = max{dX(w) | w ∈ X} is finite. By Theorem
4.3.12 of [4], X is the kernel of some S-maximal bifix code Z of S-degree
d+ 1. Since S is recurrent, by Theorem 4.4.3 of [4], Z is finite. Let us show
that Z is symmetric. Indeed, we have by Theorem 4.3.11 in [4], dZ(w) =
min{d+1, dX(w)}. Since X is symmetric, we have dX(w) = dX(w

−1) for any
w ∈ S. Indeed, (q, x, p) is a parse of w if and only if (p−1, x−1, q−1) is a parse
of w−1. Thus dZ(w) = dZ(w

−1). This implies that Z is symmetric.

Proof of Theorem 8.1. Assume first that X is a finite symmetric S-maximal
bifix code of S-degree d. Let P be the set of proper prefixes of X . Let H be
the subgroup generated by X .

Let u ∈ S be a word such that dX(u) = d, or, equivalently, which is not an
internal factor of X . Since u can be replaced by any of its right extensions,
we may assume that u is odd. Let Q be the set formed of the d suffixes of u
which are in P .

Let us first show that the cosets Hq for q ∈ Q are disjoint. Indeed,
Hp ∩Hq 6= ∅ implies Hp = Hq. Any p, q ∈ Q are comparable for the suffix
order. Assuming that q is longer than p, we have q = tp for some t ∈ P .
Then Hp = Hq implies Ht = H and thus t ∈ H ∩ S. By Theorem 7.8, since
S is acyclic and X is symmetric, this implies t ∈ X∗ and thus t = ε. Thus
p = q.

Let
V = {v ∈ Gθ | Qv ⊂ HQ}

where the products Qv and HQ are understood in the group Gθ (that is,
with reduction).

For any v ∈ V the map p 7→ q from Q into itself defined by pv ∈ Hq is
a permutation of Q. Indeed, suppose that for p, q ∈ Q, one has pv, qv ∈ Hr
for some r ∈ Q. Then rv−1 is in Hp ∩ Hq and thus p = q by the above
argument.
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The set V is a subgroup of Gθ. Indeed, 1 ∈ V . Next, let v ∈ V . Then
for any q ∈ Q, since v defines a permutation of Q, there is a p ∈ Q such that
pv ∈ Hq. Then qv−1 ∈ Hp. This shows that v−1 ∈ V . Next, if v, w ∈ V ,
then Qvw ⊂ HQw ⊂ HQ and thus vw ∈ V .

We show that the set RS(u) is contained in V . Let y ∈ RS(u). Since uy
ends with u, and since u is not an internal factor of X , for any p ∈ Q, we
have py = xq for some x ∈ X∗ and q ∈ Q. Therefore y ∈ V .

By Theorem 6.15, the group generated by RS(u) is the even subgroup.
Thus V contains the even subgroup. But V contains odd words. Indeed, let
v ∈ S be such that uvu−1 ∈ S. Then v is odd by Proposition 4.12. Moreover,
for any p ∈ Q there is some q ∈ Q such that pvq−1 ∈ X∗. This implies that
pv ∈ X∗q and thus v is in V . Since the even subgroup is of index 2, it is
maximal in Gθ and we conclude that V = Gθ.

Thus Qw ⊂ HQ for any w ∈ Gθ. Since ε ∈ Q, we have in particular w ∈
HQ for any w ∈ Gθ. Thus Gθ = HQ. Since Card(Q) = d, and since the right
cosets Hq for q ∈ Q are pairwise disjoint, this shows that H is a subgroup
of index d. By Theorem 4.16, we have Card(X)− 2 = d(Card(A)− 2). But
since X generates H , and since X contains the inverses of its elements, this
implies by Proposition 3.10 that X is a monoidal basis of H .

Assume conversely that the finite bifix code X ⊂ F is a monoidal basis of
the group H = 〈X〉 and that 〈X〉 has index d. Since X is a monoidal basis,
by Schreier’s Formula, we have Card(X) = (k−2)d+2, where k = Card(A).
The case k = 1 is straightforward; thus we assume k ≥ 2. By Theorem 8.2,
there is a finite symmetric S-maximal bifix code Y containing X . Let e be
the S-degree of Y . By the first part of the proof, Y is a monoidal basis of
a subgroup K of index e of Gθ. In particular, it has (k − 2)e + 2 elements.
Since X ⊂ Y , we have (k − 2)d + 2 ≤ (k − 2)e + 2 and thus d ≤ e. On the
other hand, since H is included in K, d is a multiple of e and thus e ≤ d.
We conclude that d = e and thus that X = Y .

Note that when X is not symmetric, the index of the subgroup generated
by X may be different of dS(X), as shown in the following example.

Example 8.3 Let T be as in Example 5.4 and let S = L(T ). The set
X = {a, ba−1, bc−1, b−1c, b−1c−1, a−1c, cb, cb−1, c−1ab−1, c−1b} is an S-maximal
bifix code of S-degree 2. Since b, c ∈ 〈X〉, the group generated by X is the
free group on A.

The following consequence of Theorem 8.1 is the counterpart for specular
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sets of Theorem 5.10 in [9]. We give in [10] a geometric proof and interpre-
tation of Theorem 8.4 for the natural coding of a linear involution.

Theorem 8.4 Let S be a recurrent specular set. For any subgroup H of
finite index of the group Gθ, the set of prime words in S with respect to H is
a monoidal basis of H.

Proof. Let X be the set of prime words in S with respect to H . The set X
is a symmetric bifix code and the number of parses of a word of S is at most
equal to the index d of H in Gθ. Indeed, let (v, x, u) and (v′, x′, u′) be two
parses of a word w ∈ S. If v, v′ are in the same left coset of H , then the
two interpretations are equal. Indeed, assume that |v| ≥ |v′| and set v = v′s.
Then s ∈ H and thus s ∈ X∗, which implies s = 1 by definition of a parse.
Therefore X is an S-maximal bifix code by [4, Theorem 4.2.8].

By Theorem 8.1, X is a monoidal basis of a subgroup K of index e. Since
K ⊂ H , the index of K is a multiple of the index of H . Since e ≤ d, we
conclude that e = d and that K = H .

We illustrate Theorem 8.4 with the following interesting example.

Example 8.5 Let T be as in Example 5.4 and let S = L(T ). Let G be the
group of even words in FA. It is a subgroup of index 2. The set of prime
words in S with respect to G is the set Y = X ∪X−1 with

X = {a, ba−1c, bc−1, b−1c−1, b−1c}.

Actually, the transformation induced by T on the set I × {0} (the upper
part of Î in Figure 5.2) is the interval exchange transformation represented
in Figure 8.1. Its upper intervals are the Ix for x ∈ X . This corresponds to

a ba−1c bc−1 b−1c−1 b−1c

c−1b cb cb−1 c−1ab−1 a−1

Figure 8.1: The transformation induced on the upper level.

the fact that the words of X correspond to the first returns to I ×{0} while
the words of X−1 correspond to the first returns to I × {1}.
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8.2. A converse of the Finite Index Basis Theorem

The following is a converse of Theorem 8.1.

Theorem 8.6 Let S be a recurrent laminary set of factor complexity pn =
n(Card(A)− 2) + 2. If S ∩ An is a monoidal basis of the subgroup 〈An〉 for
all n ≥ 1, then S is a specular set.

Proof. Consider w ∈ S and set m = |w|. The set X = (AwA ∪Aw−1A) ∩ S
is closed by taking inverses and it is included in Y = S ∩ Am+2. Since Y is
a monoidal basis of a subgroup, X ⊂ Y is a monoidal basis of the subgroup
〈X〉.

This implies that the graph E(w) is acyclic. Indeed, assume that the path
(a1, b1, . . . , ap, bp, a1) is a cycle in E(w) with p ≥ 2, ai ∈ L(w), bi ∈ R(w) for
1 ≤ i ≤ p and a1 6= ap. Then a1wb1, a2wb1, . . . , apwbp, a1wbp ∈ X . But

a1wb1(a2wb1)
−1a2wb2 · · · apwbp(a1wbp)−1 = ε,

with ajwbj(aj+1wbj)
−1 = aja

−1
j+1 6= ε (otherwise aj = aj+1), contradicting the

fact that X is a monoidal basis.
Since pn = n(Card(A) − 2) + 2, we have sn = Card(A) − 2 and tn = 0

for all n > 0. By Proposition 2.2, it implies that m(w) = 0 for all nonempty
words w. Since E(w) is acyclic, we conclude that E(w) is a tree.

Finally, since E(ε) is acyclic, and since m(ε) = −1, the graph E(ε) has
two connected components which are trees.
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