Random processes
Winter term 2021/22, FJFT CVUT

Exercises 1

1. Let X1,...,X, be random variables. Show that the matrix
C = (Cov(Xj, Xi)) 7 p=1 = (E(X; — EX;)( Xy — EXy)) k=1
is positive semidefinite.

2. Let X1, Xs,... be independent random variables. Decide, if the variables

a) Y, = max(X1,...,Xp)
b) Z,=X1+ -+ X,

are Markov processes.

3. Let X1, Xo,... be independent random variables with P(X; = +1) =pand P(X; = -1)=qg=1—-p
and put S, = X1+ ---+ X,,. Show that
a) BEX; =p —q, ESy, = n(p — q), Var[Xy] = 4pg, Var[S,] = dnpq,
b) (52n+1 =2k)=P(S2, =2k+1)=0for k € Z and n € N,
c) P(S, =k) =0 for |k| > n,
)
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S 1>pn+k+1qn—k: for |k’| < n.

4. Calculate the expected value and the autocovariance function for the following processes.

a) Let ¢ be a random uniformly distributed vector on the unit circle in R? and X; =t - ¢, t > 0;

b) Sy, is the random walk with parameters p,q =1 — p;

¢) 0 € Ris fixed, Y, Z ~ N(0,1) and X (t) =Y cos(0t) + Z sin(6t);

d) Y is uniformly distributed random variable on (0,1) and X; = te¥;
)

Let Y,,,n € Z be independent random variables with zero mean and variance 02, m € N is a fixed
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f) N = (Ni)>0 is the Poisson process;
g) W = (Wi)e>0 is the Wiener process;
h) B, = W, —tWi,t € [0, 1] is the Brownian bridge.



