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Foreword

The aim of this note (as well as of the course itself) is to give a largely self-contained
proof of two of the main results in the field of low-rank matrix recovery. This field aims
for identification of low-rank matrices from only limited linear information exploiting in
a crucial way their very special structure. As a crucial tool we develop also the basic
statements of the theory of random matrices.

The notes are based on a number of sources, which appeared in the last few years. As
we give only the minimal amount of the subject needed for the application in mind, the
reader is invited to study this further reading in detail.
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Random Matrices and Matrix Completion

1 Introduction to randomness

Before we come to the main subject of our work, we give a brief introduction to the role of
randomness in functional analysis and numerics. Although some of the results presented
here are not used later on in the text, the methods used here already introduce some of
the main ideas.

1.1 Approximate Caratheodory theorem

Classical Caratheodory’s theorem states that a point in a convex hull of any set in R
n is

actually also a convex combination of only n+ 1 points from this set.

Theorem 1.1. (Caratheodory’s theorem). Consider a set A in R
n and a point x ∈

conv(A). Then there exists a subset A0 ⊂ A of cardinality |A0| ≤ n + 1 such that x ∈
conv(A0). In other words, every point in the convex hull of A can be expressed as a convex
combination of at most n+ 1 points from A.

We will show a dimension-independent approximative version of this theorem. The
proof is probabilistic - the existence of a good linear combination is proven to exist by
estimating a mean of certain random variables. As they can take only finitely many values,
no extensive introduction into probability theory is needed.

We will need a notion of a radius of a set in a Hilbert space, which is given simply by

r(A) = sup{‖a‖ : a ∈ A}.

Theorem 1.2. (Approximate Caratheodory’s theorem). Consider a bounded set A in a
Hilbert space H and a point x ∈ conv(A). Then, for every N ∈ N, one can find points
x1, . . . , xN ∈ A such that

∥
∥
∥x− 1

N

N∑

j=1

xj

∥
∥
∥ ≤ r(A)√

N
.

Proof. Let x ∈ conv(A). Then it can be written as a convex combination of some points
z1, . . . , zm ∈ A with coefficients λ1, . . . , λm ≥ 0, λ1 + · · ·+ λm = 1:

x =

m∑

j=1

λjzj .

Let us now consider a random vector-valued variable Z with values in H, which takes the
value zj with probability λj. Then

EZ =

m∑

j=1

λjzj = x.

In other words, on average, the value of Z is x. On the other hand, if Z1, Z2, . . . are
independent copies of Z, then 1

N

∑N
j=1Zj should tend to the mean of Z as N → ∞.
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1 Introduction to randomness

Indeed, in the mean we have

E

∥
∥
∥x− 1

N

N∑

j=1

Zj

∥
∥
∥

2
= E

〈

x− 1

N

N∑

j=1

Zj, x− 1

N

N∑

k=1

Zk

〉

= ‖x‖2 − 2

N
E

〈

x,

N∑

j=1

Zj

〉

+
1

N2

N∑

j,k=1

E〈Zj, Zk〉

= −‖x‖2 + 1

N2

N∑

j,k=1

E〈Zj, Zk〉.

If j = k, the pair (Zj , Zj) takes values (zj , zj) with probability λj and

E〈Zj, Zj〉 =
m∑

l=1

λl〈zl, zl〉 =
m∑

l=1

λl‖zl‖2 ≤ r(A)2.

If j 6= k, the independence of Zj and Zk shows that the pair (Zj, Zk) takes the value
(zl, zl′) with probability λl · λl′ and

E〈Zj , Zk〉 =
m∑

l,l′=1

λlλl′〈zl, zl′〉 = ‖x‖22.

Finally,

E

∥
∥
∥x− 1

N

N∑

j=1

Zj

∥
∥
∥

2
= −‖x‖2 + 1

N2

N∑

j,k=1

E〈Zj, Zk〉

= −‖x‖2 + 1

N2

N∑

j=1

E〈Zj , Zj〉+
1

N2

∑

j 6=k

E〈Zj , Zk〉

≤ −‖x‖2 + Nr(A)2

N2
+
N(N − 1)

N2
‖x‖2

=
r(A)2

N
− ‖x‖2

N
≤ r(A)2

N
.

There is therefore a realization of the random variables Zi (i.e. one point ω in the proba-
bility space), such that

∥
∥
∥x− 1

N

N∑

j=1

Zj(ω)
∥
∥
∥ ≤ r(A)√

N
.

Putting xj = Zj(ω), we finish the proof.

1.2 Monte Carlo integration

The use of random constructions and algorithms became a standard technique in the last
decades in many different areas of mathematics. As one example out of many let us sketch
their use in numerical integration. Let us assume that we have a function f : Ωd → R,
where Ωd ⊂ R

d has (for simplicity) measure 1. We would like to approximate the integral
of f

I =

∫

Ωd

f(x)dx
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using only a limited number of function values of f . The methods of Monte Carlo propose
to replace the classical cubature formulas (which typically scale badly with d → ∞) by a
sum

I(x1, . . . , xn) =
1

n

n∑

j=1

f(xj),

where xj’s are chosen independently and randomly from Ωd. It is easy to see, that on the
average we have indeed

EI(x1, . . . , xn) =
1

n

n∑

j=1

Ef(xj) = I.

But we are of course also interested how much do I and I(x1, . . . , xn) differ for some choice
of x1, . . . , xn, i.e. how big is |I − I(x1, . . . , xn)|. If we measure this error in the L2-sense,
we obtain easily

E|I − I(x1, . . . , xn)|2 = E[I2 − 2I · I(x1, . . . , xn) + I2(x1, . . . , xn)]

= I2 − 2I · EI(x1, . . . , xn) + EI2(x1, . . . , xn)

= −I2 + EI2(x1, . . . , xn)

= −I2 + 1

n2

n∑

j=1

Ef(xj)
2 +

1

n2

∑

j 6=k

Ef(xj)f(xk)

= −I2 + ‖f‖22
n

+
n(n− 1)

n2
I2 =

‖f‖22
n

− 1

n
I2 ≤ ‖f‖22

n
.

Hence
(

E|I − I(x1, . . . , xn)|2
)1/2

≤ ‖f‖2√
n

independently on d and the regularity properties of f .

1.3 Concentration of measure

In this section we deal with basic properties of independent normal variables. We say that
a real random variable ω is standard normal, if

P(ω ∈ A) =
1√
2π

∫

A
e−t2/2dt

for every A ⊂ R measurable and we write ω ∼ N (0, 1). Furthermore, the variables ω1, ω2

are independent if

P(ω1 ∈ A1 & ω2 ∈ A2) = P(ω1 ∈ A1) · P(ω2 ∈ A2)

for all A1, A2 ⊂ R measurable. This generalizes naturally to m ∈ N random variables.
If ω1, . . . , ωm are (possibly dependent) standard normal random variables, then E(ω2

1+
· · · + ω2

m) = m. If ω1, . . . , ωm are even independent, then the value of ω2
1 + · · · + ω2

m

concentrates very strongly around m. This effect is known as concentration of measure,
cf. [5, 6, 7]. Before we come to a quantitative description of this effect, we need two simple
facts about standard normal variables.

Lemma 1.3. (i) Let ω be a standard normal variable. Then E (eλω
2
) = 1/

√
1− 2λ for

−∞ < λ < 1/2.
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1 Introduction to randomness

(ii) (2-stability of the normal distribution) Let m ∈ N, let λ = (λ1, . . . , λm) ∈ R
m and

let ω1, . . . , ωm be i.i.d. standard normal variables. Then λ1ω1 + · · · + λmωm ∼
(
∑m

i=1 λ
2
i )

1/2 · N (0, 1), i.e. it is equidistributed with a multiple of a standard normal
variable.

Proof. The proof of (i) follows from the substitution s :=
√
1− 2λ · t in the following way.

E (eλω
2
) =

1√
2π

∫ ∞

−∞
eλt

2 · e−t2/2dt =
1√
2π

∫ ∞

−∞
e(λ−1/2)t2dt

=
1√
2π

∫ ∞

−∞
e−s2/2 · ds√

1− 2λ
=

1√
1− 2λ

.

Although the property (ii) is very well known (and there are several different ways to
prove it), we provide a simple geometric proof for the sake of completeness. It is enough
to consider the case m = 2. The general case then follows by induction.

Let therefore λ = (λ1, λ2) ∈ R
2, λ 6= 0, be fixed and let ω1 and ω2 be i.i.d. standard

normal random variables. We put S := λ1ω1+λ2ω2. Let t ≥ 0 be an arbitrary non-negative
real number. We calculate

P(S ≤ t) =
1

2π

∫

(u,v):λ1u+λ2v≤t
e−(u2+v2)/2dudv =

1

2π

∫

u≤c;v∈R
e−(u2+v2)/2dudv

=
1√
2π

∫

u≤c
e−u2/2du.

We have used the rotational invariance of the function (u, v) → e−(u2+v2)/2. The value of
c is given by the distance of the origin from the line {(u, v) : λ1u+ λ2v = t}. It follows by
elementary geometry and Pythagorean theorem that (cf. ∆OAP ≃ ∆BAO in Figure 1)

c = |OP | = |OB| · |OA||AB| =
t

√

λ21 + λ22
.

��
��
��
��

O u

P

A

B

t/λ1

t/λ2

λ1u+ λ2v = t

v

Figure 1: Calculating c = |OP | by elementary geometry for λ1, λ2 > 0

We therefore get

P(S ≤ t) =
1√
2π

∫

√
λ2
1+λ2

2·u≤t
e−u2/2du = P

(√

λ21 + λ22 · ω ≤ t

)

.

The same estimate holds for negative t’s by symmetry and the proof is finished.
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Following lemma is the promised description of concentration of ω2
1 + · · ·+ω2

m around
its mean, i.e. m. It shows that the probability, that ω2

1 + · · ·+ω2
m is much larger (or much

smaller) than m is exponentially small!

Lemma 1.4. Let m ∈ N and let ω1, . . . , ωm be i.i.d. standard normal variables. Let
0 < ε < 1. Then

P(ω2
1 + · · · + ω2

m ≥ (1 + ε)m) ≤ e−
m
2
[ε2/2−ε3/3]

and

P(ω2
1 + · · ·+ ω2

m ≤ (1− ε)m) ≤ e−
m
2
[ε2/2−ε3/3].

Proof. We prove only the first inequality. The second one follows in exactly the same
manner. Let us put β := 1 + ε > 1 and calculate

P(ω2
1 + · · ·+ ω2

m ≥ βm) = P(ω2
1 + · · · + ω2

m − βm ≥ 0)

= P(λ(ω2
1 + · · ·+ ω2

m − βm) ≥ 0)

= P(exp(λ(ω2
1 + · · ·+ ω2

m − βm)) ≥ 1)

≤ E exp(λ(ω2
1 + · · ·+ ω2

m − βm)),

where λ > 0 is a positive real number, which shall be chosen later on. We have used
the Markov’s inequality in the last step. Further we use the elementary properties of
exponential function and the independence of the variables ω1, . . . , ωm. This leads to

E exp(λ(ω2
1 + · · · + ω2

m − βm)) = e−λβm · E eλω2
1 · · · eλω2

m = e−λβm · (E eλω2
1)m

and with the help of Lemma 1.3 we get finally (for 0 < λ < 1/2)

E exp(λ(ω2
1 + · · ·+ ω2

m − βm)) = e−λβm · (1− 2λ)−m/2.

We now look for the value of 0 < λ < 1/2, which would minimize the last expression.
Therefore, we take the derivative of e−λβm · (1 − 2λ)−m/2 and put it equal to zero. After
a straightforward calculation, we get

λ =
1− 1/β

2
,

which obviously satisfies also 0 < λ < 1/2. Using this value of λ we obtain

P(ω2
1 + · · ·+ ω2

m ≥ βm) ≤ e−
1−1/β

2
·βm · (1− (1− 1/β))−m/2 = e−

β−1
2

m · βm/2

= e−
εm
2 · em

2
ln(1+ε).

The result then follows from the inequality

ln(1 + t) ≤ t− t2

2
+
t3

3
, −1 < t < 1.
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1 Introduction to randomness

1.4 Lemma of Johnson-Lindenstrauss

The effect of Concentration of measure has far reaching consequences. We will present
only one of them, called Lemma of Johnson and Lindenstrauss.

We denote until the end of this section

A =
1√
m






ω1,1 . . . ω1n
...

. . .
...

ωm1 . . . ωmn




 , (1.1)

where ωij, i = 1, . . . ,m, j = 1, . . . , n, are i.i.d. standard normal variables.
Using 2-stability of the normal distribution, Lemma 1.4 shows immediately that A

defined as in (1.1) acts with high probability as isometry on one fixed x ∈ R
n.

Theorem 1.5. Let x ∈ R
n with ‖x‖2 = 1 and let A be as in (1.1). Then

P

(∣
∣
∣‖Ax‖22 − 1

∣
∣
∣ ≥ t

)

≤ 2e−
m
2
[t2/2−t3/3] ≤ 2e−Cmt2 (1.2)

for 0 < t < 1 with an absolute constant C > 0.

Proof. Let x = (x1, x2, . . . , xn)
T . Then we get by the 2-stability of normal distribution

and Lemma 1.4

P

(∣
∣
∣‖Ax‖22 − 1

∣
∣
∣ ≥ t

)

= P

(∣
∣(ω1,1x1 + · · ·+ ω1nxn)

2 + · · ·+ (ωm1x1 + · · ·+ ωmnxn)
2 −m

∣
∣ ≥ mt

)

= P

(∣
∣ω2

1 + · · ·+ ω2
m −m

∣
∣ ≥ mt

)

= P

(

ω2
1 + · · ·+ ω2

m ≥ m(1 + t)
)

+ P

(

ω2
1 + · · · + ω2

m ≤ m(1− t)
)

≤ 2e−
m
2
[t2/2−t3/3].

This gives the first inequality in (1.2). The second one follows by simple algebraic manip-
ulations (for C = 1/12).

Remark 1.6. (i) Observe, that (1.2) may be easily rescaled to

P

(∣
∣
∣‖Ax‖22 − ‖x‖22

∣
∣
∣ ≥ t‖x‖22

)

≤ 2e−Cmt2 , (1.3)

which is true for every x ∈ R
n.

(ii) A slightly different proof of (1.2) is based on the rotational invariance of the distribution
underlying the random structure of matrices defined by (1.1). Therefore, it is enough to
prove (1.2) only for one fixed element x ∈ R

n with ‖x‖2 = 1. Taking x = e1 = (1, 0, . . . , 0)T

to be the first canonical unit vector allows us to use Lemma 1.4 without the necessity of
applying the 2-stability of normal distribution.

Lemma of Johnson and Lindenstrauss states that a set of points in a high-dimensional
space can be embedded into a space of much lower dimension in such a way that the
mutual distances between the points are nearly preserved.

Lemma 1.7. (Lemma of Johnson and Lindenstrauss). Let 0 < ε < 1 and let m,N and n
be natural numbers with

m ≥ 4(ε2/2− ε3/3)−1 lnN.

Then for every set {x1, . . . , xN} ⊂ R
n there exists a mapping f : Rn → R

m, such that

(1− ε)‖xi − xj‖22 ≤ ‖f(xi)− f(xj)‖22 ≤ (1 + ε)‖xi − xj‖22, i, j ∈ {1, . . . , N}. (1.4)

7
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Proof. We put f(x) = Ax, where again

Ax =
1√
m






ω1,1 . . . ω1n
...

. . .
...

ωm1 . . . ωmn




x,

and ωij, i = 1, . . . ,m, j = 1, . . . , n are i.i.d. standard normal variables. We show that with
this choice f satisfies (1.4) with positive probability. This proves the existence of such a
mapping.

Let i, j ∈ {1, . . . , N} arbitrary with xi 6= xj. Then we put z = xi−xj

‖xi−xj‖2 and evaluate

the probability that the right hand side inequality in (1.4) does not hold. Theorem 1.5
then implies

P

(∣
∣
∣‖f(xi)− f(xj)‖22 − ‖xi − xj‖22

∣
∣
∣ > ε‖xi − xj‖22

)

= P

(∣
∣
∣‖Az‖2 − 1

∣
∣
∣ > ε

)

≤ e−
m
2
[ε2/2−ε3/3].

The same estimate is also true for all
(
N
2

)
pairs {i, j} ⊂ {1, . . . , N} with i 6= j. The

probability, that one of the inequalities in (1.4) is not satisfied is therefore at most

2 ·
(
N

2

)

· e−m
2
[ε2/2−ε3/3] < N2 · e−m

2
[ε2/2−ε3/3] = exp

(

2 lnN − m

2
[ε2/2− ε3/3]

)

≤ e0 = 1

for m ≥ 4(ε2/2 − ε3/3)−1 lnN . Therefore, the probability that (1.4) holds for all i, j ∈
{1, . . . , N} is positive and the result follows.
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2 Matrix recovery with RIP

2 Matrix recovery with RIP

The aim of this section is to show, how randomness can be used in a problem called
“matrix recovery”. We start by introducing the problem, recalling few basic facts from
the theory of compressed sensing and giving some elementary notions from linear algebra.
In the rest of this section we then present the most simple (but not the most effective)
way of reconstructing a low-rank matrix from a small number of linear measurements.

2.1 Introduction

The aim of this course is to show, how low-rank matrices can be reconstructed from only
a limited amount of (linear) information. The key is to combine in an efficient way the
structural assumption on the matrix with the limited information available. In this aspect,
it resembles very much the area of compressed sensing, from which it indeed profited.
Before we formalize the setting of low-rank matrix recovery, we will therefore describe the
basic aspects of compressed sensing. We present only few of the most important results,
the (largely self-contained) proofs may be found for example in [2].

2.1.1 Briefly about compressed sensing

Compressed sensing (in its extremely simplified form) studies underdetermined systems
of linear equations Ax = y, where y ∈ R

m and A ∈ R
m×N are given and we look for

the solution x ∈ R
N . From linear algebra we know that if m < N , this system might

have none or many solutions. The crucial ingredient of compressed sensing (motivated by
experience from many different areas of applied science) is to assume that the unknown
solution x is sparse, i.e. it has only few non-zero entries. We denote by

‖x‖0 := |{j ∈ {1, . . . , N} : xj 6= 0}| (2.1)

the number of non-zero entries of x. Furthermore, vector x ∈ R
N is called k-sparse,

if ‖x‖0 ≤ k. Compressed sensing then studies if the equation Ax = y has, for given
A ∈ R

m×N and y ∈ R
m, an k-sparse solution x, if it is unique, and how can it be found.

Unfortunately, in this general form this problem is NP-hard. Nevertheless, for some
inputs, i.e. for some matrices A ∈ R

m×N and some right-hand sides y ∈ R
m, the task can

be solved in polynomial time, by ℓ1-minimization

min
z

‖z‖1 s.t. y = Az. (P1)

Let us recall that

‖x‖p =







( N∑

j=1

|xj |p
)1/p

for 0 < p <∞,

max
j=1,...,N

|xj | for p = ∞.

(2.2)

The analysis of compressed sensing is nowadays typically performed using two notions,
the Null Space Property and the Restricted Isometry Property.

Obviously, we can not recovery x from A and y only, if y = Ax is zero. The recovery is
therefore impossible, if sparse vectors lie in the kernel of A. Actually, the notion of NSP
shows that the recovery is possible, if the vectors from the kernel of A are well spread and
do not attain large values on a small set of indices.

9
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Definition 2.1. Let A ∈ R
m×N and let k ∈ {1, . . . , N}. Then A is said to have the Null

Space Property (NSP) of order k if

‖vT ‖1 < ‖vT c‖1 for all v ∈ ker A \ {0} and all T ⊂ {1, . . . , N} with |T | ≤ k. (2.3)

Theorem 2.2. Let A ∈ R
m×N and let k ∈ {1, . . . , N}. Then every k-sparse vector x is

the unique solution of (P1) with y = Ax if, and only if, A has the NSP of order k.

Although quite simple, Theorem 2.2 indeed describes the heart of compressed sensing.
In signal processing we often assume (by our experience or intuition) that the incoming
unknown signal x ∈ R

N is sparse (or nearly sparse). Theorem 2.2 then tells that if
we use a sensing device which acquires only m linear measurements of x, then we can
reconstruct x from A (which we of course know) and the measurements y by a convex
optimization problem (P1). The necessary and sufficient condition for success is that the
(newly designed) sensing device satisfies the NSP.

Although nice in the theory, Theorem 2.2 has one important drawback. For a given
matrix A it is not easy to check if it has NSP, or not. The way out is to show, that if A
has another property called RIP (see below) then it has also NSP.

Definition 2.3. Let A ∈ R
m×N and let k ∈ {1, . . . , N}. Then the restricted isometry

constant δk = δk(A) of A of order k is the smallest δ ≥ 0, such that

(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22 for all x ∈ R
N with ‖x‖0 ≤ k. (2.4)

Furthermore, we say that A satisfies the Restricted Isometry Property (RIP) of order k
with the constant δk if δk < 1.

If the matrix has RIP, it indeed has also NSP and the sparse recovery by (P1) succeeds.

Theorem 2.4. Let A ∈ R
m×N and let k be a natural number with k ≤ N/2. If δ2k(A) <

1/3, then A has the NSP of order k.

What remains is to discuss how to construct matrices with small RIP constants. Al-
though a huge effort was invested into the search for deterministic constructions, the most
simple and most effective way of producing RIP matrices is to use random matrices. In
the most simple case (which is unfortunately not always suitable for applications) one can
draw each entry of a matrix independently from some fixed distribution. We will describe
the analysis in the case of random Gaussian matrices given by

A =
1√
m






ω1,1 . . . ω1N
...

. . .
...

ωm1 . . . ωmN




 , (2.5)

where ωij, i = 1, . . . ,m, j = 1, . . . , N , are i.i.d. standard normal variables.
Finally, the following theorem shows that such random matrices indeed satisfy the

RIP with high probability if m is large enough - it grows linearly with the sparsity level
k, logarithmically with the underlying dimension N , and logarithmically with the desired
confidence level 1/ε. It is especially the logarithmic dependence on N what makes these
results attractive for the analysis of high-dimensional phenomena.

Theorem 2.5. Let N ≥ m ≥ k ≥ 1 be natural numbers and let 0 < ε < 1 and 0 < δ < 1
be real numbers with

m ≥ Cδ−2
(

k ln(eN/k) + ln(2/ε)
)

, (2.6)

where C > 0 is an absolute constant. Let A be again defined by (2.5). Then

P
(
δk(A) ≤ δ

)
≥ 1− ε.

10



2 Matrix recovery with RIP

Two important aspects of compressed sensing are not discussed here at all, namely
stability and robustness. By stability we mean, that the unknown vector x does not have
to be exactly sparse, it might have only few large entries and a long tail of negligible
ones. Robustness of the methods corresponds to the fact that the measurements might be
corrupted by some additional noise. Although we do not give any details on that, we just
mention that the results of compressed sensing can be adapted to accomplish both these
challenges.

2.1.2 Briefly about matrices

If A ∈ R
m×N then there is a factorization A = UΣV T , where U ∈ R

m×m is an or-
thogonal matrix, Σ ∈ R

m×N is a diagonal matrix with non-negative singular values
σ1(A) ≥ σ2(A) ≥ · · · ≥ σm(A) ≥ 0 on the diagonal, and V ∈ R

N×N is also an orthogonal
matrix.

If the matrix A ∈ R
m×N has rank(A) = r ≤ m ≤ N , we may prefer the so-called

“compact SVD” A = UΣV T , where U ∈ R
m×r has r mutually orthonormal columns,

Σ ∈ R
r×r with σ1(A) ≥ σ2(A) ≥ · · · ≥ σr(A) > 0 are the non-zero singular values of

A and V ∈ R
N×r has also r orthonormal columns. If we denote the columns of U by

u1, . . . , ur and the columns of V by v1, . . . , vr, we obtain

Ax =

r∑

j=1

σj(A)〈vj , x〉uj . (2.7)

Definition 2.6. Let A,B ∈ R
m×N . We define the Frobenius (very often called also

Hilbert-Schmidt) scalar product of A and B as 〈A,B〉F :=
∑m

j=1

∑N
k=1Aj,kBj,k. Similarly,

‖A‖F :=
√

〈A,A〉F is called the Frobenius (or Hilbert-Schmidt) norm.

Let us observe that

tr(ATB) =

N∑

k=1

(ATB)k,k =

N∑

k=1

m∑

j=1

(AT )k,jBj,k =

m∑

j=1

N∑

k=1

Aj,kBj,k

= 〈A,B〉F = 〈B,A〉F = tr(BTA).

Similarly (keyword: trace is cyclic) we obtain for A ∈ R
m×N and B ∈ R

N×m also

tr(AB) =
m∑

j=1

(AB)j,j =
m∑

j=1

N∑

k=1

Aj,kBk,j =
N∑

k=1

m∑

j=1

Bk,jAj,k =
N∑

k=1

(BA)k,k = tr(BA).

We then obtain that any two of the expressions tr(ABC), tr(CAB) and tr(BCA) are equal
if they are well defined.

Lemma 2.7. Let A ∈ Rm×N . Let (ϕj)
N
j=1 and (ψj)

N
j=1 be two orthonormal basis of RN .

Then
N∑

j=1

‖Aϕj‖22 =
N∑

j=1

‖Aψj‖22 = ‖A‖2F .

11
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Proof. We decompose ψj =
N∑

k=1

〈ψj , ϕk〉ϕk and Aψj =
N∑

k=1

〈ψj , ϕk〉Aϕk. Hence

N∑

j=1

‖Aψj‖22 =

N∑

j=1

N∑

k=1

N∑

l=1

〈ψj , ϕk〉〈ψj , ϕl〉〈Aϕk, Aϕl〉

=
N∑

k=1

N∑

l=1

〈Aϕk, Aϕl〉
N∑

j=1

〈ψj , ϕk〉〈ψj , ϕl〉 =
N∑

k=1

N∑

l=1

〈Aϕk, Aϕl〉〈ϕk, ϕl〉

=

N∑

k=1

‖Aϕk‖22.

Choosing the canonical basis (ej)
N
j=1 gives the second identity.

If A is an n× n matrix, then a similar lemma characterizes its trace.

Lemma 2.8. Let A ∈ R
n×n and let (ϕj)

n
j=1 and (ψj)

n
j=1 be two orthonormal basis of Rn.

Then
n∑

j=1

〈Aψj , ψj〉 =
n∑

j=1

〈Aϕj , ϕj〉 = tr(A).

Furthermore, if A is also symmetric, then this expression is also sum of its eigenvalues.

Proof. We observe as above

n∑

j=1

〈Aψj , ψj〉 =
n∑

j=1

n∑

k=1

n∑

l=1

〈ψj , ϕk〉〈ψj , ϕl〉〈Aϕk, ϕl〉

=
n∑

k=1

n∑

l=1

〈Aϕk, ϕl〉
n∑

j=1

〈ψj , ϕk〉〈ψj , ϕl〉

=

n∑

k=1

n∑

l=1

〈Aϕk, ϕl〉
n∑

j=1

〈ϕk, ϕl〉 =
n∑

k=1

〈Aϕk, ϕk〉.

Choosing (ϕj)
n
j=1 to be the canonical basis of Rn shows, that this is equal to the trace of

A. Finally, if A is symmetric, we may choose (ϕj)
n
j=1 to be the orthonormal eigenvectors

of A, giving that this is also the sum of eigenvalues of A.

Definition 2.9. Let A ∈ R
n×N . Then we define

‖A‖Sp :=







( n∑

j=1

σj(A)
p
)1/p

for 0 < p <∞,

max
j=1,...,n

σj(A) for p = ∞.

(2.8)

If p = ∞, then

‖A‖S∞ = σ1(A) = sup
v∈RN ,‖v‖2=1

‖Av‖2 = sup
v∈RN :‖v‖2=1

sup
u∈Rn:‖u‖2=1

〈u,Av〉

is the operator norm and will be denoted by just ‖A‖. Indeed, by (2.7) we get ‖A‖S∞ =
〈u1, Av1〉 and for any u ∈ R

n and v ∈ R
N with unit norms we get by Hölder’s inequality

〈u,Av〉 =
r∑

j=1

σj(A)〈vj , v〉〈uj , u〉 ≤ σ1(A)
( r∑

j=1

|〈vj , v〉|2
)1/2(

r∑

j=1

|〈uj , u〉|2
)1/2

≤ σ1(A).

12



2 Matrix recovery with RIP

By Lemma 2.7 we also get ‖A‖S2 = ‖A‖F . Indeed, it is enough to take any orthonormal
basis of RN , which includes also the vectors v1, . . . , vr.

The analogue of the ℓ1-norm for matrices is the Schatten-1 norm, also known as nuclear
norm ‖A‖∗ := ‖A‖S1 =

∑

j σj(A). The easiest way to show that this expression is indeed
a norm is most likely by showing that the nuclear norm is dual to the operator norm with
respect to the Frobenius scalar product. The reader may want to compare this proof with
the proof of the triangle inequality for the ℓ1-norm.

Lemma 2.10. Let A ∈ R
n×N . Then

‖A‖∗ = sup
B∈Rn×N ,‖B‖≤1

〈A,B〉F . (2.9)

Proof. “≤”: Let A = UΣV T and let B := UInV
T , where U,Σ, In ∈ R

n×n and V ∈ R
N×n.

Then ‖B‖ = 1 and

〈A,B〉F = tr(ATB) = tr((UΣV T )T (UInV
T )) = tr(V ΣUTUInV

T ) = tr(V ΣV T )

= tr(V TV Σ) = tr(InΣ) = tr(Σ) = ‖A‖∗.

“≥”: If, on the other hand, A = UΣV T and ‖B‖ ≤ 1, then we obtain

〈A,B〉F = tr(ATB) = tr[(UΣV T )TB] = tr(V ΣUTB) = tr(ΣUTBV )

= 〈Σ, UTBV 〉F =

n∑

j=1

σj(A)(U
TBV )j,j =

n∑

j=1

σj(A)(u
T
j Bvj)

≤
n∑

j=1

σj(A)σ1(B) ≤ ‖A‖∗.

The subadditivity of the nuclear norm follows easily from this lemma:

‖A+B‖∗ = sup
C∈Rn×N ,‖C‖≤1

〈A+B,C〉F = sup
C∈Rn×N ,‖C‖≤1

(

〈A,C〉F + 〈B,C〉F
)

≤ sup
C∈Rn×N ,‖C‖≤1

〈A,C〉F + sup
C∈Rn×N ,‖C‖≤1

〈B,C〉F = ‖A‖∗ + ‖B‖∗.

For a real squared symmetric matrix A = AT , we denote by λj(A) its (real) eigenvalues.
Recall, that their sum is equal to its trace - the sum of the elements on the diagonal. The
following lemma is a certain analogue of a triangle inequality for eigenvalues of symmetric
matrices and singular values of rectangular matrices.

Lemma 2.11. (i) Let A,B ∈ R
d×d be two symmetric matrices (i.e. A = AT , B = BT ).

Then
d∑

j=1

|λj(A)− λj(B)| ≤
d∑

j=1

|λj(A−B)| = ‖A−B‖∗.

(ii) Let A,B ∈ R
n×N . Then

n∑

j=1

|σj(A)− σj(B)| ≤
n∑

j=1

σj(A−B).

13
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Proof. (i) We use the (Jordan) decomposition of A−B into its positive and negative part

A−B = (A−B)+ − (A−B)−

and obtain

‖A−B‖∗ = tr(A−B)+ + tr(A−B)−.

We put

C := A+ (A−B)− = B + (A−B)+.

Then C < A and C < B. By Weyl’s monotonicity principle1

λj(C) ≥ λj(A) and λj(C) ≥ λj(B). It follows that

λj(A)− λj(B) ≤ λj(2C)− λj(A)− λj(B) and

λj(B)− λj(A) ≤ λj(2C)− λj(A)− λj(B), hence

|λj(A)− λj(B)| ≤ λj(2C)− λj(A)− λj(B).

Summing up, we get

d∑

j=1

|λj(A) − λj(B)| ≤ tr(2C)− tr(A)− tr(B)

= tr(A+ (A−B)−) + tr(B + (A−B)+)− tr(A)− tr(B)

= ‖A−B‖∗.

(ii) Put

Ã =

(
0 A
AT 0

)

and B̃ =

(
0 B
BT 0

)

, i.e. also Ã− B̃ =

(
0 A−B

(A−B)T 0

)

.

Then Ã and B̃ are d×d symmetric matrices with d = n+N. Furthermore, the eigenvalues
of Ã are2 (±σ1(A), . . . ,±σn(A)) and similarly for B and A−B. Applying (i) gives

n+N∑

j=1

|λj(Ã)− λj(B̃)| =
n∑

j=1

|σj(A)− σj(B)|+
n∑

j=1

| − σj(A) + σj(B)|

= 2
n∑

j=1

|σj(A)− σj(B)| ≤
n+N∑

j=1

|λj(Ã− B̃)|

=

n∑

j=1

|σj(A−B)|+
n∑

j=1

| − σj(A−B)| = 2

n∑

j=1

σj(A−B).

1This can be proved from the minimax characterization of eigenvalues

λk(A) = max
M⊂R

d

dim(M)=k

min
x∈M

‖x‖2=1

〈x,Ax〉 ≤ max
M⊂R

d

dim(M)=k

min
x∈M

‖x‖2=1

〈x,Cx〉 = λk(C),

where we have used that
〈x,Ax〉 = 〈x,Cx〉+ 〈x, (C − A)x〉 ≤ 〈x,Cx〉

if C − A is positive semi-definite.
2. . . the eigenvectors being (uT

j , v
T
j )

T and (uT
j ,−vTj )

T
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2 Matrix recovery with RIP

2.1.3 Setting of low-rank matrix recovery

It is very well known (and it is the underlying fact explaining the success of data analysis
methods like Principal Component Analysis) that many matrices appearing in applica-
tions are of a low-rank, or at least approximatively low-rank. By that we mean that
their distance (most often measured in the Frobenius norm) to some low-rank matrix is
small. It is therefore desirable to identify low-rank matrices from only a limited amount
of information given. Let us formalize the setting.

Let A ∈ R
n×N be a matrix of rank r ≪ min(n,N). The information, which we allow,

is only linear. This means, that we are given an output of a linear information map
X : Rn×N → R

m, i.e. the vector (X (A)1, . . . ,X (A)m)T . Finally, we would like to recover
(“decode”) A (or at least its good approximation) from X (A). Altogether, we would like
to have good information maps X and good decoders ∆ such that ∆(X (A)) is close to A
for all matrices of a low (prescribed) rank r.

The performance of a given coder-decoder pair (∆,X ) can be measured by the error
between A and ∆(X (A)), i.e. by

Er(∆,X ) = sup
A:rank(A)≤r,‖A‖F≤1

‖A−∆(X (A))‖F .

The search for the best coder-decoder pair can then be expressed by taking the infimum
over all possible (∆,X ),

Er
m = inf

(∆,X )
X :Rn×N→Rm

Er(∆,X ) = inf
(∆,X )

X :Rn×N→Rm

sup
A:rank(A)≤r

‖A‖F≤1

‖A−∆(X (A))‖F .

Although there are different versions of these quantities, which incorporate also stability
and robustness, we will concentrate only on the model case when A is indeed exactly
low-rank and when the measurements X (A) are noiseless.

Motivated by the methods of compressed sensing, we will consider only the recovery
(=decoder) map given by nuclear norm minimization, i.e.

argmin
Z∈Rn×N

‖Z‖∗ s.t. X (Z) = X (A). (P∗)

We will therefore concentrate on the construction of a good information map X .

2.2 Rank-r Null Space Property

Definition 2.12. Let X : Rn×N → R
m be a linear information map, which associates to

every A ∈ R
n×N a vector (X (A)1, . . . ,X (A)m)T ∈ R

m. Let 1 ≤ r ≤ n. We say that X
satisfies the rank r-NSP if

r∑

j=1

σj(M) <

n∑

j=r+1

σj(M) for all M ∈ kernX \ {0}. (2.10)

Theorem 2.13. Every matrix A with rank(A) ≤ r is a unique solution of (P∗) if, and
only if, X has rank-r NSP.

Proof. • ⇒ Assume first that every matrix A with rank(A) ≤ r is the unique solution of
(P∗), i.e. of

argmin
Z∈Rn×N

‖Z‖∗ s.t. X (Z) = X (A). (2.11)
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Take anyM ∈ kernX \{0} and consider its singular value decompositionM = UΣV T with
σ1(M), . . . , σn(M) on the diagonal of Σ. Put M1 = UΣ1V

T and M2 = UΣ2V
T , where

Σ1 = diag(σ1(M), . . . , σr(M), 0, . . . , 0) =













σ1(M) 0
σ2(M)

. . .
σr(M)

0 0
. . .

0













,

Σ2 = diag(0, . . . , 0, σr+1(M), . . . , σn(M)) =











0 0
. . .

σr+1(M)
0 σr+2(M)

. . .
σn(M)











Then M = M1 +M2 and X (−M2) = X (M1 −M) = X (M1). By assumption, M1 is the
unique solution of (2.11), hence ‖M1‖∗ < ‖M2‖∗ and X has rank-r NSP.
• ⇐: Let

r∑

j=1

σj(M) <
n∑

j=r+1

σj(M) for all M ∈ kernX \ {0}

and let A ∈ R
n×N have rank(A) ≤ r. Let Z ∈ R

n×N with Z 6= A and X (Z) = X (A). We
want to show that ‖A‖∗ < ‖Z‖∗. Put M := A− Z. Then M ∈ kernX \ {0}. Then (using
Lemma 2.11)

‖Z‖∗ = ‖M −A‖∗ =
n∑

j=1

σj(M −A) ≥
n∑

j=1

|σj(M)− σj(A)|

=

r∑

j=1

|σj(M) − σj(A)|+
n∑

j=r+1

σj(M) ≥
r∑

j=1

σj(A)−
r∑

j=1

σj(M) +

n∑

j=r+1

σj(M)

>
r∑

j=1

σj(A) = ‖A‖∗.

2.3 Rank-r Restricted Isometry Property

As already in the area of compressed sensing, the NSP condition is rather difficult to
check. It is therefore convenient to have another condition, which would imply NSP. It is
not surprising that a certain modification of the RIP will do the job.

Definition 2.14. Let X : Rn×N → R
m be a linear information map. We say that it has

rank-r Restricted Isometry Property with the constant δr > 0 if

(1− δr)‖A‖2F ≤ ‖X (A)‖22 ≤ (1 + δr)‖A‖2F
for all matrices A ∈ R

n×N of rank at most r.

As before, RIP again implies NSP - with nearly the same proof as in compressed
sensing. Essentially, one has to replace Euclidean norms by Frobenius norms and ℓ1-norms
by nuclear norms.
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2 Matrix recovery with RIP

Theorem 2.15. If δ2r < 1/3, then X has rank-r NSP. Especially, every A ∈ R
n×N with

rank(A) ≤ r is a unique minimizer of

argmin
Z∈Rn×N

‖Z‖∗ s.t. X (Z) = X (A).

Proof. Step 1: Let A,Z ∈ R
n×N with 〈A,Z〉F = 0 and rank(A) + rank(Z) ≤ r. Then

|〈X (A),X (Z)〉| ≤ δr‖A‖F · ‖Z‖F . Indeed, let first ‖A‖F = ‖Z‖F = 1. Then

2(1 − δr) ≤ ‖X (A± Z)‖22 ≤ 2(1 + δr)

and

〈X (A),X (Z)〉 = 1

4

(

‖X (A+ Z)‖22 − ‖X (A− Z)‖22
)

≤ 1

4

(

2(1 + δr)− 2(1− δr)
)

= δr.

A similar calculation also show that −〈X (A),X (Z)〉 ≤ δr, giving |〈X (A),X (Z)〉| ≤ δr.
The general case then follows by homogeneity - we consider Ã = A/‖A‖F and Z̃ =

Z/‖Z‖F and apply the result just obtained to Ã and Z̃.
Step 2: Let δ2r < 1/3. Let M ∈ kernX \ {0} and consider its singular value decompo-

sition M = UΣV T , where Σ = diag(σ1(M), σ2(M), . . . ). We put

M0 = Udiag(σ1(M), σ2(M), . . . , σr(M), 0, . . . )V T ,

M1 = Udiag(0, . . . , 0, σr+1(M), . . . , σ2r(M), 0, . . . )V T ,

...

Observe that 〈Mi,Mj〉F = 〈Udiag(. . . )V T , Udiag(. . . )V T 〉F = 〈diag(. . . ),diag(. . . )〉F = 0
for i 6= j. Then 0 = X (M) = X (M0 +M1 + . . . ) and

‖M0‖2F ≤ 1

1− δr
‖X (M0)‖2F =

1

1− δr
〈X (M0),X (−M1) + X (−M2) + . . . 〉

≤ 1

1− δr

∑

j≥1

|〈X (M0),X (Mj)〉| ≤
δ2r

1− δr

∑

j≥1

‖M0‖F · ‖Mj‖F .

As M0 6= 0, we conclude that

‖M0‖F ≤ δ2r
1− δr

∑

j≥1

‖Mj‖F .

We denote S0 = {1, 2, . . . , r}, S1 = {r + 1, . . . , 2r}, etc. The proof is then finished by

∑

j≥1

‖Mj‖F =
∑

j≥1

(∑

l∈Sj

σl(M)2
)1/2

≤
∑

j≥1

(

rmax
l∈Sj

σl(M)2
)1/2

=
∑

j≥1

√
rmax

l∈Sj

σl(M)

≤
∑

j≥1

√
r min
l∈Sj−1

σl(M) ≤
∑

j≥1

√
r ·

∑

l∈Sj−1
σl(M)

r
=

‖M‖∗√
r

and

‖M0‖∗ ≤
√
r‖M0‖F ≤ √

r
δ2r

1− δr

‖M‖∗√
r

=
δ2r

1− δr
‖M‖∗ <

1

2
‖M‖∗

=
1

2

(

‖M0‖∗ + ‖M1 +M2 + . . . ‖∗
)

,

hence ‖M0‖∗ < ‖M1 +M2 + . . . ‖∗ and X has rank-r NSP.
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2.4 Information maps with rank-r RIP

In this part we describe how to construct information maps with small m and rank-r RIP
smaller than, say, 1/3. It comes as no surprise that the most simple case are information
maps generated by i.i.d. Gaussian variables. The proof follows the same pattern as in
compressed sensing - we show a concentration bound for one fixed matrix A and apply
ε-net argument to cover the whole set of rank-r matrices.

The first lemma is the most simple ε-net construction in R
n.

Lemma 2.16. Let n ∈ N and let ε > 0. Then there is a subset N ⊂ S
n−1 with |N | ≤

(1 + 2/ε)n such that for every x ∈ S
n−1 there is a z ∈ N with ‖x− z‖2 ≤ ε.

Proof. Indeed, let N = {z1, . . . , zN} ⊂ S
n−1 be (any) maximal subset of Sn−1 with ‖zj −

zk‖2 ≥ ε for j 6= k. Then the (open) balls zj + ε/2 · Bn
2 are disjoint and all included in

(1 + ε/2)Bn
2 . Comparing the volumes, we get

Nvol(ε/2 · Bn
2 ) ≤ vol((1 + ε/2)Bn

2 )

or, equivalently,

N(ε/2)nvol(Bn
2 ) ≤ (1 + ε/2)nvol(Bn

2 ),

which gives the result.

Remark 2.17. With virtually no modifications the same result is true also for the unit
ball Bn

2 .

Although quite natural, we give an explicit definition of an ε-net.

Definition 2.18. We say that N ⊂ X is an ε-net of the (quasi-)metric space (X, ̺) if for
every x ∈ X there is z ∈ N with ‖x− z‖ < ε.

Lemma 2.19. Let N ⊂ S
n−1 be an ε-net of Sn−1 for some 0 < ε < 1. Then

‖A‖ = max
x∈Sn−1

‖Ax‖2 ≤ 1

1− ε
max
z∈N

‖Az‖2

for every matrix A with n columns.

Proof. Let x ∈ S
n−1. Then there is z ∈ N with ‖x− z‖2 ≤ ε and

‖Ax‖2 ≤ ‖Az‖2 + ‖A(x− z)‖2 ≤ max
z∈N

‖Az‖2 + ‖A‖ · ε.

Taking the supremum over x ∈ S
n−1 finishes the proof.

We denote by Vn,k the Stiefel manifold of n× k orthonormal matrices.

Vn,k = {U ∈ R
n×k : UTU = Ik} = {U ∈ R

n×k : U has orthonormal columns u1, . . . , uk}.
(2.12)

Lemma 2.20. To every ε > 0, there is a set N ⊂ Vn,k with |N| ≤ (1 + 2/ε)nk, such that
to every V = (v1, . . . , vk) ∈ Vn,k with columns v1, v2, . . . , vk there is U = (u1, . . . , uk) ∈ N

with ‖V − U‖2,∞ := max
j=1,...,k

‖vj − uj‖2 ≤ 2ε.
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2 Matrix recovery with RIP

Proof. Let ε > 0. By Lemma 2.16, we can construct an ε-net N ⊂ S
n−1 with |N | ≤

(1 + 2/ε)n elements. We then consider their tensor product

Nk = {U = (u1, . . . , uk) : uj ∈ N for all j = 1, . . . , k}.
This set has at most (1 + 2/ε)nk elements but, in general, the columns of any U ∈ N

are not orthogonal. By definition, to every V = (v1, . . . , vk) ∈ (Sn−1)k = S
n−1×· · ·×S

n−1

there is an k-tuple U = (u1, . . . , uk) ∈ Nk with ‖U − V ‖2,∞ = max
j=1,...,k

‖uj − vj‖2 ≤ ε. But

the elements of Nk do not need to lie in Vn,k in general.
We therefore obtain the net N as the projection of the points from Nk into Vn,k in the

following way. If the distance of U ∈ Nk to Vn,k in the ‖ · ‖2,∞-norm is larger than ε > 0,
we leave it out. If it is smaller than that, we add to N (one of) the elements Ũ ∈ Vn,k
with ‖U − Ũ‖2,∞ = dist(U, Vn,k) ≤ ε.

If now V ∈ Vn,k, then there is an U ∈ Nk with ‖U − V ‖2,∞ ≤ ε and to this U , there is
a Ũ ∈ N with ‖Ũ − U‖2,∞ ≤ ε. We get therefore ‖V − Ũ‖2,∞ ≤ 2ε.

After these preparations we finally define the Gaussian information maps generated
by i.i.d. Gaussian random variables.

Definition 2.21. (Gaussian information map). Let X (A) = (〈Xj , A〉F )mj=1 ∈ R
m, where

the matrices Xj ∈ R
n×N are (normalized) Gaussian, i.e.

(Xj)k,l ∼
1√
m

N (0, 1) i.i.d.

There is a number of ways how to count the “degrees of freedom” of a rank-r matrix.
This or that way, it is O(rmax(n,N)). It is therefore natural, that the number of mea-
surements m has to be larger than this quantity. Actually, we do not need to pay any(! -
up to the multiplicative constants) price to achieve this bound.

Theorem 2.22. Let X : Rn×N → R
m be a Gaussian information map. Then it has δr ≤ δ

with probability at least 1− ε, if

m ≥ Cδ

(

r(n+N) + ln(2/ε)
)

.

Proof. We first derive a concentration inequality for one fixed A ∈ R
n×N . Then we

construct a net in the set of matrices with rank at most r. Finally, we take a union bound.
Step 1: Let A ∈ R

n×N with ‖A‖F = 1 be fixed. We use the 2-stability of Gaussians
(cf. Lemma 1.3) and calculate

‖X (A)‖22 =

m∑

j=1

〈Xj , A〉2F =

m∑

j=1

( n∑

k=1

N∑

l=1

(Xj)k,lAk,l

)2

=
1

m

m∑

j=1

( n∑

k=1

N∑

l=1

ωj,k,lAk,l

)2
∼ 1

m

m∑

j=1

(

ωj‖A‖F
)2

=
1

m

m∑

j=1

ω2
j ,

hence (by Lemma 1.4)

P

(∣
∣
∣‖X (A)‖22 − 1

∣
∣
∣ ≥ δ

2

)

= P

(∣
∣
∣
1

m

m∑

j=1

ω2
j − 1

∣
∣
∣ ≥ δ

2

)

= P

( m∑

j=1

ω2
j ≥ (1 + δ/2)m

)

+ P

( m∑

j=1

ω2
j ≤ (1− δ/2)m

)

≤ 2e−Cmδ2 .

19



Random Matrices and Matrix Completion

If ‖A‖F is not restricted to be equal to one, we use homogeneity and obtain

P

(∣
∣
∣‖X (A)‖22 − ‖A‖2F

∣
∣
∣ ≥ δ

2
· ‖A‖2F

)

≤ 2e−Cmδ2 .

Step 2: Next we construct an ̺ > 0 net (in the Frobenius norm) of the set

Dr = {A ∈ R
n×N : ‖A‖F = 1, rank(A) ≤ r}

with at most
(

1 + 10/̺
)r(n+N+1)

elements.
We apply Lemma 2.20 with ε = ̺/5 to obtain a 2̺/5-net N1 ⊂ Vn,r and a 2̺/5-net

N2 ⊂ VN,r, Finally, we apply (2.16) to obtain a ̺/5-net N3 of Sr−1. The set

N = {Ũ Σ̃Ṽ T : Ũ ∈ N1, Σ̃ ∈ N3, Ṽ ∈ N2}

has at most

(

1 +
10

̺

)r
·
(

1 +
10

̺

)nr
·
(

1 +
10

̺

)rN
=

(

1 +
10

̺

)r(1+n+N)

elements.
Let now A ∈ Dr with singular value decomposition A = UΣV T and Ã = Ũ Σ̃Ṽ T . Here,

of course, Ũ ∈ N1 with ‖U− Ũ‖2,∞ < 2̺/5, Ṽ ∈ N2 with ‖V − Ṽ ‖2,∞ < 2̺/5, and Σ̃ ∈ N3

with ‖Σ̃− Σ‖F < ̺/5.
We use the rotational invariance of the Frobenius norm - namely if Z ∈ R

r×N and
U ∈ R

n×r has orthonormal columns, then

‖UZ‖2F = 〈UZ,UZ〉F = 〈Z,UTUZ〉F = ‖Z‖2F
and similarly for Z ∈ Rn×r and V ∈ RN×r with orthonormal columns

‖ZV T ‖2F = 〈ZV T , ZV T 〉F = 〈Z,ZV TV 〉F = ‖Z‖2F .

Then

‖A− Ã‖F = ‖UΣV T − Ũ Σ̃Ṽ T ‖F
≤ ‖(U − Ũ)ΣV T ‖F + ‖Ũ (Σ− Σ̃)V T ‖F + ‖Ũ Σ̃(V − Ṽ )T ‖F
= ‖(U − Ũ)Σ‖F + ‖Σ− Σ̃‖F + ‖Σ̃(V − Ṽ )T ‖F
= ‖(σ1(u1 − ũ1), . . . , σr(ur − ũr))‖F + ‖σ − σ̃‖2

+ ‖(σ̃1(v1 − ṽ1), . . . , σ̃r(vr − ṽr))‖F

=
( r∑

j=1

σ2j‖uj − ũj‖22
)1/2

+ ‖σ − σ̃‖2 +
( r∑

j=1

σ̃2j ‖vj − ṽj‖22
)1/2

≤ 4

5
· ̺+ 1

5
· ̺ = ̺.

Therefore, N is an ̺-net of Dr in the Frobenius norm.
Step 3: By union bound,

P

(∣
∣
∣‖X (A)‖22 − 1

∣
∣
∣ ≤ δ

2
for all A ∈ N

)

≥ 1− 2
(

1 +
10

̺

)r(n+N+1)
2−Cmδ2 . (2.13)
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2 Matrix recovery with RIP

We now use an analogue of Lemma 2.19 to extend this inequality to the whole Dr. Let
us observe that

∣
∣
∣‖X (A)‖22 − ‖A‖2F

∣
∣
∣ =

∣
∣〈X (A),X (A)〉 − 〈A,A〉F

∣
∣ =

∣
∣〈X ∗X (A), A〉F − 〈A,A〉F

∣
∣

=
∣
∣〈(X ∗X − Id)A,A〉F

∣
∣.

We denote X̄ = X ∗X − Id and reformulate (2.13) as

P

(

max
A∈N

|X̄(A)| ≤ δ

2
for all A ∈ N

)

≥ 1− 2
(

1 +
10

̺

)r(n+N+1)
2−Cmδ2 . (2.14)

Let now Z ∈ Dr be arbitrary. Then there is an A ∈ N with ‖Z − A‖ < ̺. Furthermore,
let us put

ν := max
W∈Dr

|X̄(W )|.

Finally, Z − A has at rank at most 2r and we can (using orthonormal projections in
range(Z−A)) decompose it as Z−A = (Z−A)′+(Z−A)′′, where (Z−A)′ and (Z−A)′′
have both rank at most r and Frobenius norm smaller or equal to ‖Z −A‖F . Altogether
we get

|X̄(Z)| ≤ |X̄(Z −A)|+ |X̄(A)| ≤ |X̄((Z −A)′)|+ |X̄((Z −A)′′)|+ |X̄(A)|

≤ ν‖(Z −A)′‖F + ν‖(Z −A)′′‖F +
δ

2
≤ 2ν̺+

δ

2
.

Taking supremum over all Z ∈ Dr, this leads to

ν ≤ 2ν̺+
δ

2
or equivalently ν ≤ δ

2(1− 2̺)
.

We take ̺ = 1/4 and obtain that

|X̄(Z)| =
∣
∣
∣‖X (Z)‖22 − 1

∣
∣
∣ ≤ δ (2.15)

for all Z ∈ Dr with probability at least

1− 2
(

1 + 40
)r(n+N+1)

2−Cmδ2 .

Putting this larger than 1− ε leads to

2 · 41r(n+N+1)2−Cmδ2 ≤ ε, i.e.
2

ε
· 41r(n+N+1) ≤ 2Cmδ2 .

Hence
ln2(2/ε) + r(n+N + 1) ln(41) ≤ Cmδ2

and the proof is finished.
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3 Random Matrices

The main tool in the analysis of low-rank matrix completion are concentration inequalities
of random matrices. The main aim of this section is to collect the basic results from this
area. Especially, we shall prove an analogue of Lemma 1.4 on concentration of measure
for random matrices. Before we come to that, let us present the classical proof of the
Bernstein inequality for random variables and let us point out, why this proof can not be
directly generalized to the non-commutative case of random matrices.

Lemma 3.1. Let ω1, . . . , ωm be independent identically distributed random variables with
Eωj = 0, Eω2

j ≤ V 2
0 and |ωj | ≤ 1 almost surely for every j = 1, . . . ,m. Then

P(|ω1 + · · · + ωm| > t) ≤







2 exp
(

− t2

4mV 2
0

)

for t ≤ 2mV 2
0 ,

2 exp
(

− t

2

)

for t ≥ 2mV 2
0 .

Proof. We will estimate only P(ω1+ · · ·+ωm > t), with the second case being symmetric.
We get

P(ω1 + · · · + ωm > t) = P(λ(ω1 + · · ·+ ωm) > λt) = P(exp(λω1 + · · · + λωm − λt) > 1)

≤ E exp(λω1 + · · ·+ λωm − λt) = e−λt[E exp(λx1)]
m

for every λ > 0. If also 1 ≥ λ, we have |λω1| ≤ 1 almost surely and using 1+u ≤ exp(u) ≤
1 + u+ u2 for every 1 ≥ u ≥ −1, we can further proceed

P(ω1 + · · ·+ ωm > t) ≤ e−λt[1 + E(λωj) + E(λωj)
2]m (3.1)

= e−λt[1 + E(λωj)
2]m ≤ e−λt[1 + λ2V 2

0 ]
m ≤ e−λt+λ2V 2

0 m.

We now optimize over 0 ≤ λ ≤ 1 and put λ = t
2V 2

0 m
for t ≤ 2V 2

0 m and λ = 1 for t ≥ 2V 2
0 m,

in which case we get P(. . . ) ≤ e−t+t/2 = e−t/2.

Although this calculation is quite simple, it fails in several aspects when dealing with
non-commutative random matrices:

• The absolute value has to be replaced by another way how to measure the distance
between the mean and the actual value of a random matrix. For matrices, we have
several norms to choose from. Although they are mutually equivalent, the constants
may depend on the size of the matrix.

• The most natural candidate for ordering of matrices is the partial ordering A 4 B
for B −A being positive semi-definite.

• Last (but probably the most important) is the failure of the identity exp(A+B) =
exp(A) exp(B) for non-commuting matrices A and B.

3.1 Golden-Thompson inequality

This section follows the note [11] combined with some ideas from the blog of Terry Tao
and other similar sources on that topic.

For a matrix A ∈ C
n×n we define its matrix exponential function by

exp(A) = Id+A+
A2

2
+ · · · =

∞∑

j=0

Aj

j!
,
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3 Random Matrices

where Id is the n× n identity matrix and Aj is the jth power of A. This formula can be
used to derive several elementary properties of the matrix exponential. For example, it
follows that

‖ exp(A)‖ ≤ exp(‖A‖).
Other properties one can quickly deduce include [exp(A)]∗ = exp(A∗) for every A ∈ Cn×n,
exp(0) = Id and exp(λ · Id) = eλ · Id.

Let us assume that A can be diagonalized (which is the case for example for Hermitian
or real symmetric matrices) as A = UΣU∗, where Σ is a diagonal matrix with (complex)
λ1, . . . , λn on the diagonal. Then Aj = (UΣU∗)j = UΣjU∗ and

exp(A) = U
( ∞∑

j=0

Σj

j!

)

U∗ = U exp(Σ)U∗,

where exp(Σ) is a diagonal matrix with exp(λ1), . . . , exp(λn) on the diagonal. Observe,
that if A is Hermitian (or real symmetric), then its eigenvalues are real and its exponential
is therefore positive definite.

Finally, let us recall that if A,B ∈ C
n×n are general non-commuting matrices, then

the identity exp(A + B) = exp(A) · exp(B) does not need to hold. Nevertheless, it is
good to keep in mind, that this identity holds if the matrices A and B commute - with
essentially the same proof as for real or complex variables. This is for example the case,
when A = B or when A = Id. A suitable replacement is the Golden-Thompson inequality
for trace-exponential mapping A→ tr(exp(A)), see below.

Theorem 3.2. (Lie Product Formula). For arbitrary matrices A,B ∈ C
n×n it holds

eA+B = lim
N→∞

(eA/NeB/N )N . (3.2)

Proof. Let A,B ∈ C
n×n be fixed and let us denote

XN = e(A+B)/N and YN = eA/NeB/N .

By the Taylor’s expansion we get

XN = Id+
A+B

N
+O(N−2),

YN =

[

Id+
A

N
+O(N−2)

]

·
[

Id+
B

N
+O(N−2)

]

= Id+
A

N
+
B

N
+O(N−2).

This shows that XN − YN = O(N−2). Using the telescopic sum, we obtain

eA+B − (eA/NeB/N )N = XN
N − Y N

N

= (XN
N −XN−1

N YN ) + (XN−1
N YN −XN−2

N Y 2
N ) + · · ·+ (XNY

N−1
N − Y N

N )

= XN−1
N (XN − YN ) +XN−2

N (XN − YN )YN + · · ·+ (XN − YN )Y N−1
N

and finally

‖XN
N − Y N

N ‖ ≤ ‖XN − YN‖ · (‖XN−1
N ‖+ ‖XN−2

N ‖ · ‖YN‖+ · · ·+ ‖Y N−1
N ‖)

≤ N‖XN − YN‖max(‖XN‖, ‖YN‖)N−1.
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By Taylor’s expansion, we have

‖XN‖ ≤ e‖A+B‖/N ≤ e‖A‖/N · e‖B‖/N and ‖YN‖ ≤ ‖eA/N‖ · ‖eB/N‖ ≤ e‖A‖/N · e‖B‖/N ,

hence

‖XN
N − Y N

N ‖ ≤ NO(N−2)e(‖A‖+‖B‖)·(N−1)/N → 0 as N → ∞.

Due to the finite dimension of all objects involved, (3.2) holds in any norm on C
n×n

as well as for the convergence in all entries. In particular, we obtain

tr
(
eA+B

)
= lim

N→∞
tr
[

(eA/N eB/N )N
]

.

Theorem 3.3. (Golden-Thompson inequality). Let A,B ∈ C
n×n. Then

|tr(eA+B)| ≤ tr(e(A+A∗)/2e(B+B∗)/2). (3.3)

If A and B are self-adjoint,

|tr(eA+B)| ≤ tr(eAeB). (3.4)

Proof. For a natural number N , put X = eA/2N and Y = eB/2N . We will show that

|tr[(XY )2
N
]| ≤ tr[(X∗X)2

N−1
(Y Y ∗)2

N−1
], (3.5)

i.e.

|tr[(eA/2N eB/2N )2
N
]| ≤ tr[(eA

∗/2N eA/2N )2
N−1

(eB/2N eB
∗/2N )2

N−1
]. (3.6)

By applying the Lie product formula three times, we get

(eA/2N eB/2N )2
N → eA+B ,

(eA
∗/2N eA/2N )2

N−1
= (e[A

∗/2]/2N−1
e[A/2]/2N−1

)2
N−1 → eA/2+A∗/2,

(eB/2N eB
∗/2N )2

N−1
= (e[B/2]/2N−1

e[B
∗/2]/2N−1

)2
N−1 → eB/2+B∗/2.

We see, that the left-hand side of (3.6) converges to |tr(eA+B)| and the right-hand side
to tr(e(A+A∗)/2e(B+B∗)/2).

It remains to prove (3.5). Its proof is based on the following two simple facts:

(i) The trace is cyclic, i.e.

tr(XY ) =

n∑

j=1

(XY )jj =

n∑

j=1

n∑

k=1

XjkYkj =

n∑

k=1

n∑

j=1

YkjXjk =

n∑

k=1

(Y X)kk = tr(Y X).

(ii) For an arbitrary W,Z ∈ C
n×n one has by Cauchy-Schwartz inequality

|tr(WZ)| =
∣
∣
∣
∣

n∑

j=1

(WZ)jj

∣
∣
∣
∣
=

∣
∣
∣
∣

n∑

j=1

n∑

k=1

WjkZkj

∣
∣
∣
∣
≤

( n∑

j,k=1

|Wjk|2
)1/2

·
( n∑

j,k=1

|Zjk|2
)1/2

=
( n∑

j,k=1

WjkWjk

)1/2
·
( n∑

j,k=1

ZjkZjk

)1/2
=

√

tr(WW ∗)tr(ZZ∗). (3.7)
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This can be further generalized to

|tr(A1A2 . . . A2n)| ≤
2n∏

j=1

(

tr[(AjA
∗
j )

2n−1
]
)1/2n

. (3.8)

Indeed, for n = 1, this is just (3.7). The induction step is then

|tr(A1A2 . . . A2n+1)| = |tr[(A1A2)(A3A4) . . . ]|

≤
(

tr[(A1A2(A1A2)
∗)2

n−1
]
)1/2n

· . . . (3.9)

=
(

tr[(A1A2A
∗
2A

∗
1)

2n−1
]
)1/2n

· . . .

=
(

tr[(A∗
1A1A2A

∗
2)

2n−1
]
)1/2n

· . . . ,

where the dots represent similar terms for the pairs (A3, A4), etc.

Now we use (3.8) again for the 2n matrices (A∗
1A1), (A

∗
2A2), . . . , (A

∗
1A1), (A

∗
2A2) and

obtain

tr[(A∗
1A1A2A

∗
2)

2n−1
] = tr[(A∗

1A1)(A2A
∗
2) . . . (A

∗
1A1)(A2A

∗
2)]

≤ {tr[((A∗
1A1)(A

∗
1A1)

∗)2
n−1

]}2n−1/2n · {tr[((A∗
2A2)(A

∗
2A2)

∗)2
n−1

]}2n−1/2n

= {tr[(A∗
1A1)

2n ]}1/2 · {tr[(A∗
2A2)

2n ]}1/2

= {tr[(A1A
∗
1)

2n ]}1/2 · {tr[(A2A
∗
2)

2n ]}1/2.

Inserting this into (3.9), we obtain

|tr(A1A2 . . . A2n+1)| ≤
2n+1
∏

j=1

(

tr[(AjA
∗
j )

2n ]
)1/2n+1

,

finishing the proof of (3.8). If A1 = A2 = · · · = A2N = Z, (3.8) reduces to

|tr(Z2N )| ≤ tr[(ZZ∗)2
N−1

]. (3.10)

To prove (3.5), we apply (3.10) to Z = XY and obtain

|tr[(XY )2
N
]| ≤ tr{[(XY )(XY )∗]2

N−1} = tr[(XY Y ∗X∗)2
N−1

] = tr[(X∗XY Y ∗)2
N−1

]

≤ tr{[(X∗XY Y ∗) · (X∗XY Y ∗)∗]2
N−2} = tr{[X∗X(Y Y ∗)2(X∗X)]2

N−2}
= tr{[(X∗X)2(Y Y ∗)2]2

N−2},

where we have used the cyclicity of the trace and (3.10) with Z = (X∗XY Y ∗). Iterating
the same procedure, we further obtain by (3.10) with Z = (X∗X)2(Y Y ∗)2

tr[(XY )2
N
]| ≤ tr{[(X∗X)2(Y Y ∗)2]2

N−2} ≤ tr{[(X∗X)2(Y Y ∗)2((X∗X)2(Y Y ∗)2)∗]2
N−3}

= tr{[(X∗X)2(Y Y ∗)4(X∗X)2]2
N−3} = tr{[(X∗X)4(Y Y ∗)4]2

N−3}

leading to (3.5) after further iterations.
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3.2 Non-commutative Bernstein inequality

Lemma 1.4 in the form of Lemma 3.1 can now be generalized to matrices. This part
follows [3] with many forerunners, cf. [1, 9]. In what follows, ‖ · ‖ denotes the spectral
norm of a matrix and 4 stands for the partial ordering, i.e. A 4 B if B − A is positive
semi-definite. Finally, we will use the linearity of the trace to obtain for every random
matrix Etr(A) = tr(EA). Last, but not least, if A and B are two independent random
matrices, we have E(AB) = (EA)(EB).

Theorem 3.4. Let X1, . . . ,Xm be i.i.d. self-adjoint random matrices with EXi = 0.
Assume that ‖E[X2

i ]‖ ≤ V 2
0 and ‖Xi‖ ≤ c almost surely. Then

P

(

‖X1 + · · ·+Xm‖ > t
)

≤ 2n exp
(

− t2

4mV 2
0

)

, t ≤ 2mV 2
0 /c

and

P

(

‖X1 + · · ·+Xm‖ > t
)

≤ 2n exp
(

− t

2c

)

, t > 2mV 2
0 /c.

Proof. Finally, ‖X1 + · · ·+Xm‖ > t if X1 + · · ·+Xm 64 t · Id or X1 + · · ·+Xm 6< −t · Id,
giving by the union bound

P

(

‖X1 + · · ·+Xm‖ > t
)

≤ P(λmax(X1 + · · ·+Xm) > t) + P(λmin(X1 + · · ·+Xm) < −t),

where of course λmax(A) denotes the largest eigenvalue of a self-adjoint matrix A ∈ C
n×n,

and similarly for λmin(A). Furthermore, λmax(X) > t if, and only if X 64 t · Id leading to

P

(

‖X1 + · · · +Xm‖ > t
)

≤ P((X1 + · · ·+Xm) 64 t · Id) + P((X1 + · · ·+Xm) 6< −t · Id).

We will estimate only the first summand, the second can be estimated by symmetry,
considering the random matrices (−X1, . . . ,−Xm).

First we define a matrix function

θ(A) =

{

0, if A 4 Id,

1 if A 64 Id.

Also, let us note that if A is positive semi-definite (i.e. A < 0), then θ(A) ≤ tr(A). Let
λ > 0 and let X be a random self-adjoint matrix. Then

P(X 64 t · Id) = P(X − t · Id 64 0) = P(λX − λt · Id 64 0)

= P(eλX−λt·Id 64 Id) = E θ(eλX−λt·Id) ≤ E tr(eλX−λt·Id) (3.11)

= E tr(eλX · e−λt·Id) = E tr(eλX · (e−λtId)) = e−λt
E tr(eλX).

Take now
∑m

j=1Xj for X and obtain by Golden-Thompson inequality

E

[

tr exp
(

λ

m∑

j=1

Xj

)]

= E

[

tr exp
(

λ

m−1∑

j=1

Xj + λXm

)]

≤ E

[

tr
(

exp
(

λ

m−1∑

j=1

Xj

)

exp(λXm)
)]

= tr
{

E exp
(

λ

m−1∑

j=1

Xj

)

· E exp(λXm)
}

.
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As both the expected values are positive semi-definite matrices, we may use the inequality
tr(AB) ≤ tr(A) · ‖B‖ and obtain

E

[

tr exp
(

λ

m∑

j=1

Xj

)]

≤ tr
{

E exp
(

λ

m−1∑

j=1

Xj

)}

·
∥
∥
∥E exp(λXm)

∥
∥
∥

= E

[

tr exp
(

λ

m−1∑

j=1

Xj

)]

·
∥
∥
∥E exp(λXm)

∥
∥
∥.

This procedure can be iterated until we reach

E

[

tr exp
(

λ

m∑

j=1

Xj

)]

= E

[

tr exp(λX1)
]

·
m∏

j=2

∥
∥
∥E exp(λXj)

∥
∥
∥.

Using that Xj are identically distributed and that

E

[

tr exp(λX1)
]

= trE exp(λX1) ≤ n‖E exp(λX1)‖,

we get

P

( m∑

j=1

Xj 64 t · Id
)

≤ e−λt
E

[

tr exp
(

λ

m∑

j=1

Xj

)]

≤ ne−λt
∥
∥
∥E exp(λX1)

∥
∥
∥

m
.

As 1 + y ≤ ey ≤ 1 + y + y2 for real −1 ≤ y ≤ 1, we get eY 4 Id + Y + Y 2 for ‖Y ‖ ≤ 1.
Hence (for random self-adjoint Y with ‖Y ‖ ≤ 1 and EY = 0)

E[eY ] 4 E[Id+ Y + Y 2] = E[Id+ Y 2] = Id+ E[Y 2] 4 exp(E[Y 2])

and
‖E[eY ]‖ ≤ ‖ exp(E[Y 2])‖ = e‖E[Y

2]‖.

If ‖λX1‖ ≤ 1 (i.e. if λ ≤ 1/c) we may estimate

∥
∥
∥E exp(λX1)

∥
∥
∥

m
≤ [exp(λ2V 2

0 )]
m

and (cf. (3.1))

P

( m∑

j=1

Xj 64 t · Id
)

≤ n exp(−λt+mλ2V 2
0 ).

If t < 2mV 2
0 /c, we choose λ = t

2mV 2
0
< 1/c and get ≤ n exp(−t2/(4mV 2

0 )). If t ≥
2mV 2

0 /c, we choose λ = 1/c and get ≤ n exp(−t/c+mV 2
0 /c

2) ≤ n exp(−t/c+ ct/(2c2)) =
n exp(−t/(2c)).

3.3 Lieb’s theorem

An alternative approach to non-commutative Bernstein inequality is based on Lieb’s the-
orem, and is due to Tropp [9]. We will need the notion of a logarithm of a matrix, but it
will be enough to consider positive definite matrices. If A is a positive definite Hermitian
matrix, then it can be written (in a unique way) as A = exp(X), where X is a Hermitian
matrix. This matrix X is then called logarithm of A, i.e. X = log(A).
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Theorem 3.5. (Lieb). Fix a self-adjoint matrix H. Then the function

A→ tr exp(H + log(A))

is concave on the cone of positive definite Hermitian matrices.

Lieb’s theorem allows for an estimate of the expected value of a trace exponential.
Indeed, let H be a fixed self-adjoint matrix and let X be a random self-adjoint matrix.
Define random positive definite matrix Y = eX . Then (by Lieb’s theorem and Jensen’s
inequality)

E tr exp(H +X) = E tr exp(H + log(eX)) = E tr exp(H + log(Y ))

≤ tr exp(H + log(EY )) = tr exp(H + log(E eX)). (3.12)

Different choices of H then finally lead to an estimate

E tr exp
( N∑

j=1

θXj

)

= E1 E2 . . .EN tr exp
(N−1∑

j=1

θXj

︸ ︷︷ ︸

H

+θXN

)

≤ E1 E2 . . .EN−1 tr exp
(N−1∑

j=1

θXj + log(EN eθXN )
)

= E1 E2 . . .EN−1 tr exp
(N−2∑

j=1

θXj + log(EN eθXN )

︸ ︷︷ ︸

H

+θXN−1

)

(3.13)

≤ E1 E2 . . .EN−2 tr exp
(N−2∑

j=1

θXj + log(EN eθXN ) + log(EN−1 e
θXN−1)

)

...

≤ E1 tr exp
( N∑

j=2

log(Ej e
θXj )

︸ ︷︷ ︸

H

+θX1

)

≤ tr exp
( N∑

j=1

log(Ej e
θXj )

)

.

We use this approach to prove the following version of Bernstein’s inequality.

Theorem 3.6. Let Xj , i = 1, . . . , N be independent centered (i.e. EXj = 0) self-adjoint
random n× n matrices. Assume that for some numbers K,σ > 0

‖Xi‖ ≤ K a.s. and
∥
∥
∥

N∑

j=1

EX2
j

∥
∥
∥ ≤ σ2. (3.14)

Then for every t ≥ 0 we have

P

(∥
∥
∥

N∑

j=1

Xj

∥
∥
∥ > t

)

≤ 2n exp
( −t2/2
σ2 +Kt/3

)

. (3.15)
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Proof. We concentrate (again) only on the case K = 1. The general case follows by
homogeneity.

Step 1. We use the estimate

P

(

λmax

( N∑

j=1

Xj

)

> t
)

= P

( N∑

j=1

Xj 64 t · Id
)

≤ e−θt
E tr exp

( N∑

j=1

θXj

)

(3.16)

derived earlier, cf. (3.11). Then we apply (3.13) and obtain

P

(

λmax

( N∑

j=1

Xj

)

> t
)

≤ e−θttr exp
( N∑

j=1

log(Ej e
θXj )

)

≤ e−θtnλmax

(

exp
( N∑

j=1

log(Ej e
θXj )

))

(3.17)

= e−θtn exp

(

λmax

( N∑

j=1

log(Ej e
θXj )

))

.

Step 2. Let us assume (w.l.o.g.) that K = 1. Fix now θ > 0 and define a smooth function
on the real line

f(x) =
eθx − θx− 1

x2
for x 6= 0 and f(0) =

θ2

2
.

As f is increasing, we get f(x) ≤ f(1) for all x ≤ 1 and, therefore, also f(Xj) 4 f(Id) =
f(1) · Id. We get therefore for every j = 1, . . . , N

eθXj = Id+ θXj + (eθXj − Id− θXj) = Id+ θXj +Xjf(Xj)Xj 4 Id+ θXj + f(1)X2
j

and, in expectation,

E eθXj 4 Id+ f(1)EX2
j 4 exp

(

f(1) · EX2
j

)

= exp((eθ − θ − 1) · EX2
j ).

Plugging this into (3.17), we further obtain

P

(

λmax

( N∑

j=1

Xj

)

> t
)

≤ e−θtn exp

(

λmax

( N∑

j=1

(eθ − θ − 1)EX2
j

))

= e−θtn exp

(

(eθ − θ − 1)λmax

( N∑

j=1

EX2
j

))

≤ e−θtn exp
(
(eθ − θ − 1)σ2

)
.

Finally, we plug in the minimizer over θ > 0, namely θ := log(1 + t/σ2) and obtain

≤ n exp
(

− log(1 + t/σ2)t+
(

(1 + t/σ2)− log(1 + t/σ2)− 1
)

σ2
)

= n exp
(

− log(1 + t/σ2)(t+ σ2) +
t

σ2
· σ2

)

= n exp
(

−
[

log(1 + t/σ2)(1 + t/σ2)− t/σ2
]

σ2
)

= n exp
(

−
[

h(t/σ2)
]

σ2
)

≤ n exp
(

− (t/σ2)2/2

1 + t/(3σ2)
σ2

)

= n exp
(

− t2/2

σ2 + t/3

)

,
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where elementary calculus shows that

h(u) = (1 + u) log(1 + u)− u ≥ u2/2

1 + u/3

for u ≥ 0.
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4 Low-rank matrix recovery and matrix completion

4 Low-rank matrix recovery and matrix completion

This section follows closely [3].

4.1 Setting and main results

We return to the question of recovering a low-rank matrix A from a limited number of
linear measurements X (A) = {〈X1, A〉F , . . . , 〈Xm, A〉F }. In contrast to Section 2, we will
now restrict the possible choices of Xj ’s.

As an important example we keep in mind is thatXj’s are chosen from the set {ekeTl }k,l.
Here, eke

T
l is a matrix with the only non-zero entry on kth row and lth column. Then

〈ekeTl , A〉F = Ak,l is one entry of A and we would like to recover a low-rank matrix by
observing only few of its entries.

We will (for simplicity) deal with squared n × n matrices A. We will assume, that
A is Hermitian (or symmetric in the case of real matrices). Its rank will be denoted by
r ∈ {1, . . . , n} with r ≪ n being of the largest importance. Furthermore, we will assume
that {Xa}n2

a=1 is an orthonormal basis3 of the set of n × n matrices with respect to the
Frobenius (=Hilbert-Schmidt) inner product. Then

A =

n2
∑

a=1

〈Xa, A〉FXa. (4.1)

The most natural setting is then as follows. We observe several randomly chosen scalar
products

〈Xa, A〉F , a ∈ Ω,

where Ω ⊂ {1, . . . , n2} is chosen at random among all subsets of {1, . . . , n2} with m
elements. In the language of the information map, X : A → (〈Xa, A〉F )a∈Ω Finally, we
would like to know when the minimizer of

argmin
Z∈Rn×n

‖Z‖∗, s.t. 〈Xa, Z〉F = 〈Xa, A〉F for all a ∈ Ω (4.2)

is unique and equal to A itself. The random choice of the set Ω is statistically rather
difficult process. We will instead rather assume, that we are given m independent random
variables ω1, . . . , ωm taking uniformly distributed values in {1, . . . , n2} and we consider
instead of (4.2) its analogue

argmin
Z∈Rn×n

‖Z‖∗, s.t. 〈Xωj , Z〉F = 〈Xωj , A〉F for all j = 1, . . . ,m. (4.3)

Using the information map, this can be again rewritten as

argmin
Z∈Rn×n

‖Z‖∗, s.t. X (A) = X (Z). (P∗)

The independence of ω’s makes this approach much easier to analyze. There is never-
theless the danger of “collisions”, i.e. it might happen that ωj = ωk for j 6= k.

We can see already now, how random matrices and operators come into play. The
matrix Xω is a random matrix taking randomly and uniformly distributed the values in
{X1, . . . ,Xn2}. Moreover, we denote by

Pω : Z → 〈Xω, Z〉FXω

3The matrices Xa’s do not need to be necessarily self-adjoint.
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the projection onto Xω. These are random matrix operators, which we combine together
into the sampling operator

R : Z → n2

m

m∑

j=1

〈Xωj , Z〉FXωj =
n2

m

m∑

j=1

Pωj (Z). (4.4)

This allows us to reformulate (4.3) once more. We analyze

argmin
Z∈Rn×n

‖Z‖∗ s.t. R(Z) = R(A). (4.5)

Before we come to the main result and its proof, let us make one simple observation.
If (say) X1 is itself of low-rank and A = X1, it will be surely difficult to find by (4.5).
Indeed, 〈A,Xj〉F = 0 for all j > 1 due to the orthonormality of the basis {Xa}a. If we
observe some of the coefficients {〈A,Xa〉F }, we might be lucky (if 〈A,X1〉F is included in
the selection) or unlucky (if this coefficient is not included). The chance of this luck grows
with the portion of coefficients observed and a large portion (nearly all) of them has to
observed if the chance of hitting it is supposed to be high. In general, in such a case we
can not hope for recovery of A from small number of its coefficients with respect to this
orthonormal basis.

We put U = range(A) = [kern(A)]⊥ be the column (and due to the symmetry also the
row) space of A. By PU we denote the orthogonal projection onto U . Hence

A = PUA = APU and PU⊥A = APU⊥ = 0.

We now express A in an eigenvector basis of A. Let {u1, . . . , ur} be an orthonormal basis
of U of eigenvectors of A (i.e. Auj = λjuj) and let ur+1, . . . , un be an orthonormal basis
of U⊥. We can write A with respect to this basis as

A =


















λ1 . . . 0
...

0 λ2
. . . 0

. . .
...

0
. . . λr

0

0 . . . . . . 0
. . .

0


















.

Furthermore, for each n× n matrix Z we can use the decomposition

Z = (PU + PU⊥)Z(PU + PU⊥)

and write Z with respect to the basis {uj}nj=1 in the block form

Z =

(
PUZPU PUZPU⊥

PU⊥ZPU PU⊥ZPU⊥

)

.

Finally, we let T be the matrices which vanish in this notation in the last block and PT

be the projection onto this subspace, i.e.

T := {Z : PU⊥ZPU⊥ = 0} and

PT : Z → PUZPU + PUZPU⊥ + PU⊥ZPU

= PUZ + ZPU − PUZPU .

By the observation above, some additional condition is necessary to guarantee the success
of low-rank matrix recovery.
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Definition 4.1. The n × n rank-r matrix A has coherence ν > 0 with respect to the
operator basis {Xa}n2

a=1 if either

max
a

‖Xa‖2 ≤
ν

n
, (4.6)

or

max
a

‖PTXa‖2F ≤ 2νr

n
and max

a
〈Xa, sgn(A)〉2F ≤ νr

n2
. (4.7)

The condition (4.6) is more restrictive - it does not depend on the (unknown) matrix A
or its rank. In other words, matrix bases with (4.6) has small coherence with respect to all
low-rank matrices. Let us show that (4.6) indeed implies the first half of (4.7). Observing
that matrices from T have the rank 2r at most we obtain

‖PTXa‖2F = sup
Z∈T,‖Z‖F=1

〈Xa, Z〉2F ≤ sup
Z∈T,‖Z‖F=1

‖Xa‖2 · ‖Z‖2∗

≤ sup
Z∈T,‖Z‖F=1

2r‖Xa‖2 · ‖Z‖2F ≤ 2νr

n
.

Furthermore, if ‖Xa‖F = 1, then ‖Xa‖ ≥ 1√
n
and we see that ν is always greater or equal

to 1 in (4.6).
The most important example is surely the operator basis given by {eieTj }n

2

i,j=1. Let
U = range(A) and let A satisfy

max
i

‖PUej‖22 ≤ µ1
r

n
and max

i,j
|〈ei, sgn(A)ej〉| ≤ µ2

√
r

n
.

Then we obtain for each (i, j) ∈ {1, . . . , n}2

‖PT (eie
T
j )‖2F = ‖PU (eie

T
j ) + PU⊥(eie

T
j )PU‖2F

= ‖PU (eie
T
j )‖2F + ‖PU⊥(eie

T
j )PU‖2F

= ‖(PUei)e
T
j ‖2F + ‖(PU⊥ei)(e

T
j PU )‖2F

= ‖PUei‖22 · ‖eTj ‖22 + ‖PU⊥ei‖22 · ‖eTj PU‖22
≤ µ1

r

n
· 1 + 1 · ‖PUej‖22 ≤ 2µ1

r

n

〈eieTj , sgn(A)〉2F = 〈ei, sgn(A)ej〉2F ≤ µ22
r

n2
.

Hence, we obtain (4.6) with ν = max{µ1, µ22}.
The following theorem is the main result of this section. It shows, that with ran-

dom choice of coefficients of A w.r.t. the operator basis we indeed recover A with high
probability.

Theorem 4.2. Let A be a n×n rank-r matrix with coherence ν with respect to an operator
basis {Xa}n2

a=1. Let Ω ⊂ {1, . . . , n2} be a random set of size |Ω| ≥ O(nrν(1 + β) ln2 n).
Then the solution of (4.2) is unique and is equal to Z with probability at least 1− n−β.

Proof.
Let Z ∈ R

n×n. We put ∆ = Z − A. We have to show that ‖Z‖∗ = ‖∆ + A‖∗ > ‖A‖∗ if
R(∆) = 0 and ∆ 6= 0. If R(∆) 6= 0, then Z is not one of the matrices considered in (4.5)
and we call it infeasible. Furthermore, we decompose ∆ = ∆T +∆T⊥ , where ∆T = PT∆.

Step 1.: Reduction to sampling with collisions
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Sampling of a random subset Ω ⊂ {1, . . . , n2} withm elements corresponds to sampling
of ω1, . . . , ωm without collisions. By that we mean, that ω1 is chosen randomly and
uniformly from {1, . . . , n2}. Then ω2 is chosen from {1, . . . , n2} \ {ω1}, etc. We denote
the probability of (4.5) recovering A by pwo(m) when sampling without collisions and by
pwi(m) when collisions are allowed.

We defineR′ as in (4.4) but with the sum going only over distinct ωi 6= ωj. The number
of distinct samples will be denoted by m′ ≤ m. Then kernR = kernR′ and R(Z−A) = 0
if and only if R′(Z − A) = 0. Conditioned on m′, the distribution of R′ is the same as
sampling m′ times without replacement. Hence

pwi(m) = Em′ [pwo(m
′)] ≤ pwo(m).

Hence, sampling with replacement is more likely to fail than sampling without and it is
enough to show that the probability of failure when sampling with replacement is tiny.

Step 2.: ∆T large

Let R be defined by (4.4), i.e.

R =
n2

m

m∑

j=1

Pωj .

The operator norm of R : (Rn×n, ‖ · ‖F ) → (Rn×n, ‖ · ‖F ) is equal to n2

m times the highest
number of collisions in one direction. A very rough estimate is therefore ‖R‖ ≤ n2.
Furthermore,

ER =
n2

m

m∑

j=1

EPωj = n2EPω = n2 · 1

n2

n2
∑

a=1

Pa = Id (4.8)

and

E[PTRPT ] = PT [ER]PT = PT .

We will prove later (using the concentration bounds on matrices) that even more is true,
namely that

‖PT −PTRPT ‖ < 1/2 (4.9)

with high probability (and let us denote the failure of this event by p1).

Let

‖∆T ‖2F > 2mn2‖∆T⊥‖2F .

34



4 Low-rank matrix recovery and matrix completion

Then we obtain

‖R∆T⊥‖2F ≤ ‖R‖2 · ‖∆T⊥‖2F ≤ n4‖∆T⊥‖2F

<
n2

2m
‖∆T ‖2F ≤ n2

m
(1− ‖PT − PTRPT ‖)‖∆T ‖2F

≤ n2

m

{

〈∆T ,∆T 〉F − 〈[PT − PTRPT ]∆T ,∆T 〉F
}

=
n2

m

{

〈∆T ,∆T 〉F − 〈PT∆T ,∆T 〉F + 〈PTRPT∆T ,∆T 〉F
}

=
n2

m
〈∆T ,PTRPT∆T 〉F =

n2

m
〈∆T ,R∆T 〉F

=
n4

m2

m∑

j=1

〈∆T ,Pωj (∆T )〉F =
n4

m2

m∑

j=1

〈Pωj (∆T ),Pωj (∆T )〉F

≤ n4

m2

m∑

j,k=1

〈Pωj (∆T ),Pωk
(∆T )〉F = 〈R∆T ,R∆T 〉F = ‖R∆T ‖2F

and we conclude that R(∆) 6= 0 and ∆ is infeasible.
It remains to prove (4.9). We will actually prove that

P(‖PT − PTRPT ‖ ≥ t) ≤ 4nr exp
(

− t2m

4(2νrn+ 1)

)

, 0 < t < 2. (4.10)

We apply the operator bound Theorem 3.4 with operators

Sωj =
n2

m
PTPωjPT − 1

m
PT .

We have to verify the setting of this theorem. Therefore we observe couple of facts.

• Sωj are centered:

ESωj =
n2

m
PT [EPωj ]PT − 1

m
PT =

n2

m
PT

[ 1

n2

n2
∑

a=1

Pa

]

PT − 1

m
PT = 0.

• Their sum is the operator to bound:

m∑

j=1

Sωj =
n2

m
PT

[ m∑

j=1

Pωj

]

PT − PT = PTRPT − PT .

• We estimate the value c by (4.7)

‖Sωj‖ =
1

m

∥
∥
∥n2PTPωjPT −PT

∥
∥
∥ ≤ n2

m
‖PTPωjPT ‖+

1

m
‖PT ‖

≤ n2

m
max
a

‖PTXa‖2F +
1

m
≤ 2νrn+ 1

m
=: c,

where we used that

‖PTPωjPT (Z)‖F =
∥
∥
∥PT

(

〈PT (Z),Xωj 〉FXωj

)∥
∥
∥
F
=

∥
∥
∥〈PT (Z),Xωj 〉FPT (Xωj )

∥
∥
∥
F

= |〈PT (Z),Xωj 〉F | · ‖PT (Xωj )‖F
= |〈Z,PT (Xωj )〉F | · ‖PT (Xωj )‖F ≤ ‖Z‖F · ‖PT (Xωj )‖2F .
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• . . . and V 2
0 :

‖E[S2
ωj
]‖ =

∥
∥
∥E

[(n2

m
PTPωjPT − 1

m
PT

)2]∥∥
∥

=
∥
∥
∥E

[(n2

m
PTPωjPT

)2
− 2

n2

m2
PTPωjPT +

1

m2
PT

]∥
∥
∥

=
∥
∥
∥E

(n2

m
PTPωjPT

)2
− 1

m2
PT

∥
∥
∥

≤ n4

m2
‖E[PTPωjPTPωjPT ]‖+

1

m2
.

As PωjPT (Z) ∈ span{Xωj} and

PωjPT (Xωj ) = 〈PTXωj ,Xωj 〉F ·Xωj ,

i.e. on span(Xωj ) the operator PωjPT acts as 〈PTXωj ,Xωj 〉F times the identity. We
use (4.7) and the fact that PTPωjPT are positive semi-definite, we get

‖E[S2
ωj
]‖ ≤ n4

m2
‖E[〈PTXωj ,Xωj 〉FPTPωjPT ]‖+

1

m2

≤ n4

m2
· 2νr
n

‖E[PTPωjPT ]‖+
1

m2

=
n4

m2
· 2νr
n

· 1

n2
‖PT ‖+

1

m2
=

2νrn+ 1

m2
=: V 2

0 .

By Theorem 3.4, we get for 0 < t < 2mV 2
0 /c = 2m · 2νrn+1

m2 · m
2νrn+1 = 2 the desired

inequality with

p1 = 4nr exp
(

− m

16(2νrn + 1)

)

.

Finally, we note that the operators involved can be understood as defined on T only,
which has dimension 2rn− r2 ≤ 2rn.

Step 3.: ∆T small

We assume that

‖∆T ‖F < n2‖∆T⊥‖F (4.11)

and

R(∆) = 0 i.e. ∆ ∈ (rangeR)⊥. (4.12)

We will show that (under additional conditions) this implies that

‖Z‖∗ = ‖A+∆‖∗ > ‖A‖∗.

Let us recall that U = range(A).
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4 Low-rank matrix recovery and matrix completion

We calculate4

‖A+∆‖∗ ≥ ‖PU (A+∆)PU‖∗ + ‖PU⊥(A+∆)PU⊥‖∗
= ‖A+ PU∆PU‖∗ + ‖∆T⊥‖∗
≥ 〈sgn(A), A + PU∆PU 〉F + 〈sgn(∆T⊥),∆T⊥〉F
= ‖A‖∗ + 〈sgn(A), PU∆PU 〉F + 〈sgn(∆T⊥),∆T⊥〉F
= ‖A‖∗ + 〈sgn(A) + sgn(∆T⊥),∆〉F .

If we show, that 〈sgn(A) + sgn(∆T⊥),∆〉F > 0, it follows that ‖A+∆‖∗ > ‖A‖∗.
We will show later that there is Y ∈ range(R) with

‖PTY − sgn(A)‖F ≤ 1

2n2
and ‖PT⊥Y ‖ ≤ 1

2
. (4.13)

As Y ∈ range(R), we get 〈Y,∆〉F = 〈R(·),∆〉F = 〈·,R(∆)〉F = 0. Then we finish this
step by

〈sgn(A) + sgn(∆T⊥),∆〉F = 〈sgn(A) + sgn(∆T⊥)− Y,∆〉F
= 〈sgn(A)− Y,∆T 〉F + 〈sgn(∆T⊥)− Y,∆T⊥〉F
= 〈sgn(∆T⊥),∆T⊥〉F − 〈PT⊥Y,∆T⊥〉F − 〈PTY − sgn(A),∆T 〉F
≥ 1

2
‖∆T⊥‖∗ −

1

2n2
‖∆T ‖F ≥ 1

2
‖∆T⊥‖F − 1

2n2
‖∆T ‖F > 0.

Step 4.: Existence of Y ∈ rangeR with (4.13)

We present the proof only if (4.6) holds and refer to [3] for a proof under the condition
(4.7).

We need to construct the dual certificate Y with the following properties

(i) Y ∈ rangeR,

(ii) ‖PTY − sgn(A)‖F ≤ 1

2n2
,

(iii) ‖PT⊥Y ‖ ≤ 1

2
.

The most intuitive construction of Y would be to take

Y =
n2

m

m∑

i=1

〈Xωi , sgn(A)〉F ·Xωi = R(sgn(A)).

4The first inequality ‖Z‖∗ ≥ ‖PUZPU‖∗ + ‖PU⊥ZPU⊥‖∗ is sometimes called pinching inequality. It
can be proved by duality:

‖PUZPU‖∗ + ‖PU⊥ZPU⊥‖∗ = sup
‖A‖≤1

〈PUZPU , A〉F + sup
‖B‖≤1

〈PU⊥ZPU⊥ , B〉F

= sup
‖A‖≤1

〈Z,PUAPU 〉F + sup
‖B‖≤1

〈Z, PU⊥BPU⊥〉F

= sup
‖A‖≤1,‖B‖≤1

〈Z,PUAPU + PU⊥BPU⊥〉F

≤ sup
‖C‖≤1

〈Z,C〉F = ‖Z‖∗.
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Then (i) is clearly satisfied, and (ii) and (iii) hold for EY = sgn(A). The hope is that
application of concentration bounds on random matrices could give the inequalities in (ii)
and (iii).

Unfortunately, this construction of Y does not converge quickly enough. The golfing
scheme of [3] constructs Y in an iterative way. Namely we put

Y1 =
n2

k

k∑

i=1

〈Xωi , sgn(A)〉F ·Xωi .

For good choice of k, Y1 is already a reasonable approximation of sgn(A). We then apply
the same procedure to sgn(A)−PTY1 and update the information in this way, i.e. we put

Y2 = Y1 +
n2

k

2k∑

i=k+1

〈Xωi , sgn(A)− PTY1〉F ·Xωi .

The sequence PTYi converges exponentially fast to sgn(A) in l = m/k. On the other hand,
we need to choose the k large enough to allow for the application of the concentration
bounds.

To analyze the iterative scheme, we first need the following lemma.

Lemma 4.3. Let Z ∈ T . Then

P

(

‖PT⊥RZ‖ > t
)

≤







2n exp
(

− t2m

4νn‖Z‖2F

)

for t ≤
√

2/r‖Z‖F ,

2n exp
(

− tm

2ν
√
2rn‖Z‖F

)

for t >
√

2/r‖Z‖F .
(4.14)

Proof. It is enough to consider ‖Z‖F = 1. We put

Sj =
n2

m
〈Xj , Z〉FPT⊥Xj .

Then

•
m∑

j=1

Sωj = PT⊥RZ;

• E[Sωj ] = 0 due to (remember that Z ∈ T )

E[Sωj ] =
n2

m
· 1

n2

n2
∑

j=1

〈Xj , Z〉FPT⊥Xj = PT⊥

( 1

m

n2
∑

j=1

〈Xj , Z〉FXj

)

=
1

m
PT⊥Z = 0;

38



4 Low-rank matrix recovery and matrix completion

• the parameter V 2
0 is estimated by

‖E[S2
ωj
]‖ =

∥
∥
∥E

[

Sωj ◦ Sωj

]∥
∥
∥

=
∥
∥
∥E

[ n4

m2
〈Xωj , Z〉2F (PT⊥Xωj )

2
]∥
∥
∥

=
∥
∥
∥
n4

m2
· 1

n2

n2
∑

j=1

〈Xj , Z〉2F (PT⊥Xj)
2
∥
∥
∥

≤ n2

m2

n2
∑

j=1

〈Xj , Z〉2F ‖(PT⊥Xj)
2‖

≤ n2

m2
max

j
‖(PT⊥Xj)

2‖ ·
n2
∑

j=1

〈Xj , Z〉2F

≤ n2

m2

ν

n
‖Z‖2F =

nν

m2
=: V 2

0 ;

• and finally

‖Sωj‖ =
∥
∥
∥
n2

m
〈Xωj , Z〉FPT⊥Xωj

∥
∥
∥

≤ n2

m
|〈Xωj , Z〉F | · ‖PT⊥Xωj‖ ≤ n2

m

√
ν

n
|〈Xωj , Z〉F |

≤ n2

m

√
ν

n
‖Xωj‖ · ‖Z‖∗ ≤

n2

m

√
ν

n
·
√
ν

n

√
2r =

νn
√
2r

m
=: c,

as every Z ∈ T has rank at most 2r.

• Observing that 2mV 2
0 /c = 2m · nν

m2
· m

νn
√
2r

=

√

2

r
, the rest follows by Theorem 3.4.

Let us now finish the proof of the existence of the dual certificate. We split m =
m1 + · · ·+ml and define

Ri : Z → n2

mi

m1+···+mi∑

j=m1+···+mi−1+1

〈Xωj , Z〉FXωj . (4.15)

We set

Y0 = 0, Z0 = sgn(A), (4.16)

Yi = Yi−1 +RiZi−1 =
i∑

j=1

RjZj−1, (4.17)

Zi = sgn(A)− PTYi. (4.18)
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We get

Z0 = sgn(A),

Z1 = sgn(A)− PTY1 = sgn(A)− PTR1sgn(A) = (Id− PTR1PT )sgn(A),

Z2 = sgn(A)− PTY2 = sgn(A)− PT

(

Y1 +R2Z1

)

= sgn(A)− PT

(

R1PT sgn(A) +R2(Id− PTR1PT )sgn(A)
)

= (Id− PTR1PT )sgn(A)− PTR2(Id− PTR1PT )sgn(A)

= (Id− PTR2PT )(Id− PTR1PT )sgn(A) = (Id− PTR2PT )Z1,

...

Zi = (Id− PTRiPT )(Id− PTRi−1PT ) . . . (Id−PTR1PT )sgn(A).

Assume that (with probability of failure at most p2(i))

‖Zi‖F = ‖(Id − PTRiPT )Zi−1‖F = ‖(PT − PTRiPT )Zi−1‖F ≤ 1

2
‖Zi−1‖F .

Then

‖Zi‖2 ≤
√
r

2i
.

Furthermore, we assume that (with the probability of failure at most p3(i))

‖PT⊥RiZi−1‖ ≤ 1

4
√
r
‖Zi−1‖F ,

which gives

‖PT⊥Yl‖ ≤
l∑

i=1

‖PT⊥RiZi−1‖ ≤ 1

4
√
r

l∑

i=1

‖Zi−1‖F

≤ 1

4
√
r

l∑

i=1

√
r

2i−1
<

1

4

∞∑

i=0

1

2i
=

1

2
.

and

‖Zl‖ = ‖PTYl − sgn(A)‖ ≤
√
r

2l
≤ 1

2n2
(4.19)

for l = ⌈log2(2n2
√
r)⌉.

Finally, we have to estimate the probabilities p1, p2(i) and p3(i) and ensure that

p1 +

l∑

i=1

p2(i) +

l∑

i=1

p3(i) ≤ n−β.

Recall that

p1 = 4nr exp
(

− m

16(2νrn + 1)

)

.

By (4.10) and using that Zi ∈ T we get

P(‖PT −PTRiPT ‖ ≥ 1/2) ≤ 4nr exp
(

− mi

16(2νrn+ 1)

)

=: p2(i).
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4 Low-rank matrix recovery and matrix completion

Furthermore, Lemma 4.3 gives

P

(

‖PT⊥RZi−1‖ >
‖Zi−1‖F
4
√
r

)

≤ 2n exp
(

− ‖Zi−1‖2Fmi

16r · 4νn‖Zi−1‖2F

)

= 2n exp
(

− mi

64νrn

)

=: p3(i).

Here, we have used that t =
‖Zi−1‖F
4
√
r

<

√
2‖Zi−1‖F√

r
. Finally, to ensure that p2(i) and

p3(i) are both bounded by n−β/3, it is enough to chose

mi ≥ 64νrn[ln(6nr) + ln(2l) + β ln(n)]

leading to

m =

l∑

i=1

mi ≥ 64lνrn[ln(6nr) + ln(2l) + β ln(n)] = O(νrn(1 + β) ln2 n).
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